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ABSTRACT

The capability of the NCAR 10.6-mm-wavelength CO2 Doppler lidar to measure radial air motion is validated
by examining hard-target test data, comparing measurements with those from a two-axis propeller anemometer
and a 915-MHz profiling radar, and analyzing power spectra and autocovariance functions of the lidar radial
velocities in a daytime convective boundary layer. Results demonstrate that the lidar is capable of measuring
radial velocity to less than 0.5 m s21 precision from 20 laser pulse averages under high signal-to-noise ratio
conditions. Hard-target test data and comparisons with other sensors show that the lidar data can be biased by
as much as 62 m s21 when operating in the coherent oscillator mode and that correlated errors are negligible.
Correlation coefficients are as large as 0.96 for 90-min comparisons of horizontal velocities averaged for 1 min
from the lidar and anemometer, and 0.87 for 2.5-h comparisons between vertical velocities averaged for 30 s
from the lidar and profiler. Comparisons of the lidar and profiler vertical velocities are particularly encouraging
for the profiler since these results show that 915-MHz profilers are capable of making good vertical velocity
measurements in strong convective boundary layers. The authors conclude that despite the commonplace sys-
tematic bias in lidar radial velocity, ground-based operation of the NCAR CO2 Doppler lidar can provide valuable
velocity data for meso- and microscale meteorological studies. The lidar can also provide filtered velocity statistics
that may be useful for boundary layer turbulence research.

1. Introduction

To date, several Doppler lidars that operate near the
10-mm wavelength have been shown to measure wind
fields in cloud- and precipitation-free conditions over
the mesogamma (approximately 20 to 2 km) to micro-
beta (approximately 200 to 2 m) scales of atmospheric
motion (Orlanski 1975). These include the NOAA-ETL
ground-based system (Post and Cupp 1990), the NASA
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Airborne Doppler Lidar System (ADLS) (Bilbro et al.
1986; Bilbro et al. 1984), the NOAA-ETL mini-MOPA
(Brewer and Hardesty 1995), and the NCAR CO2 Dopp-
ler lidar (Schwiesow and Spowart 1996).

Mesoscale applications of the NOAA-ETL ground-
based Doppler lidar (Banta et al. 1993a) include ob-
serving frontal structure (Neiman et al. 1988a) and
studying the airflow in the vicinity of a forest fire (Banta
et al. 1992), sea-breeze circulations (Banta et al. 1993b),
downslope windstorms (Neiman et al. 1988b; Banta et
al. 1990), airflow in the Grand Canyon (Banta et al.
1991), mountain valley flow (Post and Neff 1986), and
thunderstorm outflows (Intrieri et al. 1990). Rothermel
et al. (1985) report on dual-Doppler lidar measurements
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of mesoscale wind fields during the Joint Airport Weath-
er Studies (JAWS) Project. The NASA ADLS was used
by Blumen and Hart (1988) to measure the wind field
in the lee waves of Mount Shasta and by McCaul et al.
(1986) to measure the wind field in the vicinity of severe
thunderstorms. In 1995, the NOAA ground-based sys-
tem was installed in a NASA DC-8 aircraft for airborne
application (Rothermel et al. 1995).

Microscale applications of the NOAA-ETL ground-
based Doppler lidar include Eberhard et al. (1989) and
Gal-Chen et al. (1992), who studied convective bound-
ary layer turbulence structure. Lee (1983) used data
from the NASA ADLS for a qualitative comparison of
the horizontal flow patterns in and just above the bound-
ary layer. Cliff and Skarda (1987) computed lateral and
longitudinal turbulence length scales from NASA
ADLS-measured horizontal wind fields at 600 and 800
m above ground level (AGL) near Palm Springs, Cal-
ifornia.

Because of this demonstrated utility of both ground-
based and airborne Doppler lidars that operate near the
10-mm wavelength, NCAR undertook the development
of a heterodyne pulsed CO2 lidar system, compactly
designed for airborne deployment, which underwent ex-
tensive ground-based testing in 1994 and 1995. This
lidar has been known as the NCAR Airborne Infrared
Lidar System (NAILS). However, we do not refer to it
as NAILS here since it has not been used on an aircraft
for velocity measurements. Here, we validate its capa-
bility to measure radial air velocity from the ground
with good signal-to-noise ratio (SNR) (i.e., adequate
backscattered power). We begin by presenting radial
velocity estimates of a stationary target and show how
the random error in the estimates is a function of SNR
and that correlated errors in the velocity estimates are
negligible. We then compare near-horizontal lidar radial
velocities at the 1.5-km range with the horizontal wind
speed component parallel to the lidar line of sight from
a tower-mounted Portable Automated Mesonet II (PAM
II) (Militzer 1987) two-axis propeller anemometer.
Next, we compare lidar-derived vertical velocities at
multiple altitudes with those from a nearby 915-MHz
radar (Ecklund et al. 1988). Last, we compare spatial
and temporal radial velocity statistics using power spec-
tra and autocovariance functions of 2D (time versus
range) radial velocity fields. All the data analyzed were
collected with the lidar beam fixed in either an almost-
horizontal or a vertical direction (Mayor 1995 and May-
or et al. 1995).

Previous work validating Doppler lidar measurements
using fixed beams includes Benedetti-Michelangeli et
al. (1972) and Congeduti et al. (1981), who used an Ar1

laser (0.4880-mm wavelength) transmitter and a Fabry–
Perot interferometer for signal processing. The first pa-
per compared the lidar radial velocity in the west-to-
east direction with wind speeds from a nearby rawin-
sonde. The second compared lidar vertical velocities at
multiple altitudes to those from a Doppler sodar. Post

et al. (1978) and Hardesty and Weber (1987) also used
the fixed-beam technique with continuous-wave CO2

Doppler lidars that measure radial velocity at only one
range, in contrast to pulsed lidars, which provide range-
resolved measurements.

Hall et al. (1984) report on the wind measurement
accuracy of the NOAA pulsed CO2 heterodyne Doppler
lidar; however, they employ velocity–azimuth display
(VAD) scanning (Kropfli 1986; Eberhard et al. 1989)
to measure horizontal wind profiles from the lidar for
comparisons with anemometers, rawinsondes, Jimspheres,
and a 50-MHz radar profiler. Lawrence et al. (1986) also
compare ground-based Doppler lidar measurements of
horizontal winds derived from VAD scanning with those
from a 915-MHz profiler and rawinsondes. The VAD
method of azimuthal scanning at a constant elevation
angle is good for estimating mean profiles of horizontal
wind speed and direction but does not provide contin-
uous time series of a single component for comparison
with other sensors.

Eilts et al. (1984) compare NASA ALDS measure-
ments of horizontal wind with those from dual-Doppler
radars and tower anemometers. The lidar winds were
computed by alternating the beam angle from 208 for-
ward to 208 aft of a line normal to the aircraft centerline.
This technique requires substantial spatial averaging of
the data and its accuracy is affected by errors in the
aircraft’s inertial navigation system and by a varying
wind field between the two intersecting measurements
of the same volume (Carroll 1986).

Kavaya et al. (1989) and Hawley et al. (1993) report
on the development and application of Nd:YAG-based
solid-state Doppler lidars at 1-mm and compare lidar
horizontal winds with rawinsonde observations. Hen-
derson et al. (1991), Grund and Post (1992), Henderson
et al. (1993), Hannon and Thomson (1994), Frehlich et
al. (1994), and Hannon and Henderson (1995) report on
solid-state systems that operate near the 2-mm wave-
length, and Hannon and Henderson (1995) compare li-
dar radial velocities with those from a shuttle landing.
Frehlich et al. (1994) also use the fixed-beam approach
for performance analysis of a 2-mm Doppler lidar but
do not compare the measurements with those from other
sensors.

A disadvantage of 1-mm lidars is that they are not
eye-safe. However, 2-mm lidars are eye-safe and feature
shorter pulses, less chirp, and higher pulse repetition
frequencies than 10-mm CO2 lidars. Shorter-wavelength
lidars have the advantages (Kavaya et al. 1989) of better
range resolution for an equivalent wind-velocity reso-
lution, compactness, and room-temperature detectors.
On the other hand, 10-mm lidars are able to operate with
higher heteordyne efficiency for a given telescope aper-
ture due to less coherency degradation from refractive
index inhomogeneities. Furthermore, detector and pro-
cessor bandwidths are less for longer-wavelength sys-
tems. Menzies (1986) and Frehlich et al. (1995) compare
the performance of 2- and 10-mm Doppler lidars.
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2. Description of the NCAR 10-mm CO2 Doppler
lidar

Schwiesow and Spowart (1996) provide a detailed
description of the NCAR CO2 Doppler lidar. In this
section we describe the lidar briefly and comment on
its uniqueness. Because the NCAR Doppler lidar was
intended for airborne use, it is more compact than the
NOAA-ETL ground-based Doppler lidar, which also
uses an injection-seeded CO2 transverse-excitation at-
mospheric-pressure (TEA) laser to generate pulses. The
NCAR lidar’s smaller size and weight is achieved by
using a shorter TEA laser cavity (0.63 m instead of 3.1
m) and only a single local oscillator (LO). Longer cav-
ities reduce pulse chirp but require heavier substrates
to maintain rigidness. The use of two LOs allows in-
dependent TEA seeding and optical heteordyning; how-
ever, the NCAR LO serves as both a seed for the TEA
and a source of reference frequency by employing a
Faraday isolator that prevents the transmit pulses from
disturbing the LO.

The TEA laser is constrained to transmit approxi-
mately 10 MHz lower than the frequency of the LO that
is tuned to the peak of the 10.6-mm line of the CO2

molecule. Optically heterodyning the transmit pulse
with output from the LO produces an intermediate fre-
quency (IF) of approximately 10 MHz that is bandpass
filtered from 5 to 15 MHz. The optically heterodyned
signal is then mixed with a radio-frequency (RF) os-
cillator at approximately 10 MHz to produce in-phase
(I) and quadrature (Q) components from 0 to 5 MHz in
order to use two digitizers with sample rates of 107

samples per second.
The NCAR Doppler lidar can transmit 100–200-mJ

pulses at 10.6-mm wavelength (28.3 THz) at a pulse
repetition frequency (PRF) of 10 or 20 s21. The trans-
mitted pulse length and power depend on the mixing
ratio of helium, nitrogen, and carbon dioxide in the TEA
laser; here, we used a 3:2:1 mixture by volume. The
lidar is most sensitive to particles with diameters of 2
to 6 mm (Post 1978). Backscatter is Doppler shifted 189
kHz per meter per second of radial air motion with
respect to the lidar.

Due to detector saturation, atmospheric data are un-
available for the first few microseconds after the laser
pulse is transmitted. Digitization of the Doppler-shifted
backscatter begins at 4 ms (600 m) and extends to 10
km in 15-m increments. The lidar can resolve two dis-
tinct scattering features approximately 100 m apart. This
axial resolution limit is determined by the laser pulse
length.

The velocity measurement range of the lidar is limited
by electronic filtering of the IF signal. This filtering is
designed to match the analog-to-digital sampling at a
10-MHz rate to provide a passband of 5 to 15 MHz.
This results in an unambiguous velocity range of 626
m s21 with filtering to remove frequencies outside this
range. Radial velocities outside this range would have

a negligible influence on the velocity measurements. We
note that aliasing in a Doppler lidar is controlled by
digitization rate. Higher digitization rates would extend
the unambiguous velocity range of the lidar.

A disadvantage of using only one LO appears to be
the formation of a parasitic interferometer caused by
two parallel optical surfaces in the system of which at
least one is in the Faraday isolator. The parasitic inter-
ferometer induces variability in the LO signal on the
chilled detector, which affects system gain. Obtaining a
precise optical alignment to minimize the variability is
difficult. We suspect the variations are induced by ther-
mal contractions and expansions of the lidar chassis.
However, the effect can be minimized by carefully ad-
justing several optical components.

The radial velocities analyzed in this paper were es-
timated using single-lag complex autocovariance pro-
cessing (Doviak and Zrnić 1993; Zrnić 1979; Keeler
and Passarelli 1990). This technique, also known as
pulse-pair processing, operates on a complex time series
of I and Q signals. Sirmans and Bumgarner (1975) and
Frehlich and Yadlowsky (1994) discuss the performance
of mean frequency estimators. The atmospheric coher-
ence time (Doviak and Zrnić 1993) for a lidar (approx-
imately 1 ms for a 10-mm lidar) is so short that velocity
must be estimated from the backscatter from a single
laser pulse. For this reason we process the I and Q data
from several (usually 7 to 15) adjacent spatial pairs
corresponding to the transmitted pulse length to obtain
velocity estimates within the coherence time. Although
independent radial velocity estimates are separated in
range by approximately 200 m, we move the complex
autocovariance processing function in range to provide
radial velocity estimates every 15 m.

All the lidar data presented in this paper were col-
lected while the lidar was operating at 10-Hz PRF. For
example, to provide 1-s temporal resolution data, we
accumulate separately the zero and first lag vectors of
10 consecutive complex autocovariance functions. The
angle between the accumulated vector and the real axis
is proportional to the mean radial velocity over the gates
used. For the data presented in this paper no additional
filtering or smoothing was applied in time or range.

The lidar beam is 30 cm in diameter and collimated
for approximately the first 4 km of range. Beyond 4
km, the beam diverges at approximately 80 mrad full
angle due to diffraction. This amounts to an 8-cm in-
crease in beam diameter for each kilometer of range
beyond 4 km. The small beam divergence and absence
of sidelobes allow measurements at low elevation an-
gles.

Figure 1 shows the heterodyne beat frequency when
the TEA pulse is mixed with output from the LO. Most
of the energy is contained in the first microsecond of
the pulse with a subsequent, relatively gradual, decay.
The beat frequency (approximately 10 MHz) is not con-
stant through the duration of the pulse. This so-called
chirp (approximately 10 MHz per microsecond) is due
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FIG. 1. Transmit pulse optically heteordyned with the LO that pro-
vides the reference beat frequency.

FIG. 2. Example of a typical IF waveform digitized at 60 MHz.

to two effects inside the TEA laser (Willets and Harris
1982). The first is the decay of free electrons in the TEA
discharge plasma, which produces an increasing fre-
quency at the beginning of the pulse. The second effect,
which decreases the frequency throughout the remainder
of the pulse, is due to laser-induced refractive index
perturbations.

The effect of pulse chirp on the velocity measurement
becomes significant when large scattering gradients are
present in the atmosphere. Usually, scatterers are well
mixed in the turbulent boundary layer. However, when
distinct plumes of particulates exist (such as smoke or
effluent from an exhaust stack or roadway, or dust from
a construction or farm site), the chirp coupled with the
sharp gradient in scattering causes a characteristic sig-
nature in the radial velocity profile in the vicinity of the
scattering gradient. The atmospheric data analyzed in
this paper have been selected where this effect is a min-
imum.

The I and Q data used in the current study were col-
lected using a so-called coherent oscillator (CohO)
mode of operation. This technique employs an analog
electronic frequency discriminator to estimate the dif-
ference in frequency between a point on the transmit
pulse and LO in real time and adjust the frequency of
the RF oscillator used to generate I and Q components
for each pulse so that zero frequency of I and Q cor-
responds to zero velocity. This unique dynamic ap-
proach can be contrasted with the so-called stable local
oscillator (StaLO) mode of operation in which the RF
oscillator is fixed at 10 MHz. The NOAA CO2 Doppler

lidar utilizes the StaLO technique. In the StaLO case,
velocity estimates for each pulse need to be corrected
for the departures of the IF from 10 MHz on a pulse-
by-pulse basis. The advantage of the CohO is that such
corrections are automatic and keep the IF signal centered
in the bandpass of the processing electronics. The dis-
advantage is the difficulty in making an accurate esti-
mate of the difference frequency between the TEA and
LO when the TEA pulse exhibits variable chirp.

3. Hard-target testing

To determine both the random and correlated errors
in the radial velocity measurement, the Doppler lidar
was pointed at a stationary sandpaper target at the
2.78-km range. By directing the lidar beam slightly
above the sandpaper target, we could also gather data
returned from the terrain at the 7.75-km range.

To carefully measure characteristics of the lidar pulse
(such as spectral width), we digitized the IF signal at
60 MHz and 12-bit resolution with a digitizer card in
a PC. Although the lidar was running with a PRF of 10
Hz, the digitizer and PC combination were only able to
record one pulse approximately every 2 s. We digitized
and saved waveforms from 6.7 ms before to 34 ms after
the laser fired. This provided us with background in-
formation, as well as reference frequency information,
atmospheric velocity between the lidar and the target,
and a mirror image of the lidar pulse from the hard
target. Figure 2 shows a typical waveform from the
digitizer that contains signals from both the reference
and chilled detectors. From 0 to 4 ms, the signal is from
the reference detector and the remaining time from the
chilled detector.

Figure 3 is a composite of 20 waveforms from the
60-MHz digitizer card from 0.25 ms before to 1.50 ms
after laser fire. From 0 to approximately 0.3 ms, we can
see the effect of the TEA laser discharge impulse, which
occurs at 0 ms, as a repeatable oscillation in this interval.
This effect prevents use of reference frequency infor-
mation from the initial part of the pulse. The compos-
iting shows that the beats are out of phase outside the
0- to 0.30-ms window, which is expected.

Figure 4 is a composite of 20 waveforms from the
60-MHz digitizer card between 16.25 and 19.0 ms after
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FIG. 3. A collection of superimposed waveforms from 0.25 before
to 1.50 ms after laser trigger. The systematic in-phase wave from 0
to 0.3 ms is due to the TEA laser discharge.

FIG. 5. Power spectra of IF data from five hard-target returns.

FIG. 6. In-phase and quadrature signals created by the analog signal
processor for five laser pulses in the range of the sandpaper hard
target. The top and bottom two are saturated.

FIG. 4. A collection of superimposed waveforms from 16.25 to 19
ms after laser trigger.

laser fire, which contains a nearly mirror image of the
pulse from the sandpaper target. Figure 5 contains power
spectra from five of the sandpaper returns. These spectra
each have significantly different means and a relatively
broad spectral width of approximately 1.5-MHz full-
width half-maximum. The spectral width can be com-
pared with those from the NOAA CO2 Doppler lidar
that produces pulses with a 300-kHz spectral width
mainly because of a longer cavity (3.1 m versus 0.62
m) (Post and Cupp 1990).

When the NCAR Doppler lidar operates in the CohO
mode, the frequency of the transmit pulse is obtained
from the reference detector via a wideband analog dis-
criminator that is sampled at a specified time delay from
the leading edge of the pulse (650 ns for the data pre-
sented in this paper). This frequency is used to control
the frequency of a separate CohO that is used to mix
the IF down to baseband. A manual adjustment of the
sample delay time is used to empirically correct for
effects related to the rapidly changing amplitude and
changing frequency of the reference beat.

Figure 6 shows the I and Q signals created by the
analog signal processor for five consecutive laser shots
from 17.33 to 21.33 ms after laser fire (2600- to 3200-m
range). The increase in signal amplitude beginning at
2780 m is due to the hard target. Unfortunately, during
this test the amplitudes were larger than the limits of
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FIG. 7. Same as in Fig. 6 except in the range of the terrain target.
None of these waveforms are saturated.

FIG. 8. (a) Time series of 20-pulse radial velocity estimates returned
from the sandpaper target. N 5 111. (b) Autocovariance function of
the time series in (a). The zero-lag value equals 0.1926 m2 s22 and
the mean of lags 1–5 equals 20.0039 m2 s22.

digitization. Thus, the sandpaper target I and Q data are
clipped on most shots; in Fig. 6, the top two and bottom
two shots are contaminated by this effect.

Fortunately, I and Q signals from the terrain target at
the 7.75-km range were low enough in amplitude to
rarely saturate the digitizer. Figure 7 shows the I and Q
signals from five consective laser shots from the terrain
target at 7.75 km (51.33–55.33 ms).

An important step in performance verification is to
compare the experimental uncorrelated variance in the
radial velocity estimate with theoretical predictions. For
the theoretical values we used the formulation of
Schwiesow and Spowart (1996), which is based on work
by Doviak and Zrnić (1993). Data in Fig. 5 indicate a
spectral width of the transmitted pulse of 0.75 6 0.1
MHz (Gaussian half-width), which gives a normalized
spectrum width of 0.0773. With this value, we calculate
a correlation coefficient r(Ts) of 0.79. For M 5 15 sam-
ples processed per range resolution element, the reduc-
tion factor of variance R [Doviak and Zrnić 1993, Eq.
(6.12)] is 2.45 (without approximations). Averaging 20
independent estimates, we predict a standard deviation
of the velocity estimate of 0.42 m s21 in the limit of
high SNR. At an SNR of 10 dB, the standard deviation
is predicted to be 0.45 m s21.

For the experimental estimate of uncorrelated vari-
ance we compute the autocovariance functions (ACFs)

of time series of radial velocity and subtract the first
lag value from the zero lag value. The analysis is com-
plicated because of the saturated I and Q data from the
hard-target returns, as shown in Fig. 6. We chose to use
the 10-MHz I and Q data over the 60-MHz IF data
because the I and Q data are used for operational mea-
surements and capable of recording every laser shot.

Figure 8a is a time series of radial velocity estimates
(n 5 111), each obtained from 20 laser pulses and 15
pairs of I and Q data that span 225-m range or 1.5-ms
sample time. This ensures that the entire pulse returned
from the hard target is incorporated in the velocity es-
timate. The time series is the velocity estimate for the
gate that occurs 0.6 ms after the leading edge of the
hard-target return (2780 m). Laser shots that produced
a saturated I or Q value were excluded. The variance
of the time series is 0.1926 m2 s22 (standard deviation
of 0.44 m s21), which exceeds the theoretical prediction
by only 5%. (Since many pulses were excluded because
of clipping, the velocity estimates are not distributed
evenly in time and could not be used for estimates of
correlated error.) The mean of the data in Fig. 8a is
21.39 m s21. We discuss the probable cause of this bias
in the next section.

To test for correlated errors (i.e., drifting LO fre-
quency), we used velocity estimates from a terrain return
that began at 7880 m and only occasionally saturated a
digitizer. Figure 9a is the time series of radial velocity
estimates of the gate corresponding to 0.7 ms after the
pulse encounters the terrain target. The ACF of this time
series is shown as Fig. 9b. Unlike the radial velocity
estimates in Fig. 8, those in Fig. 9a (n 5 464) are dis-
tributed evenly in time (every 2 s), although a few pulses
were excluded because of saturation. Thus, for the time
series in Fig. 9a, the average number of laser shots used
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FIG. 9. (a) Time series of 20-pulse radial velocity estimates returned
from the sandpaper target. N 5 464. (b) Autocovariance function of
the time series in (a). The zero-lag value equals 0.1731 m2 s22 and
the mean of lags 1–5 equals 0.0155 m2 s22.

FIG. 10. Standard deviation of the lidar radial velocity as a function
of wideband SNR. Solid line is from observations and dotted curve
is from theory. The observations were made on 6 November 1995
at the NOAA Table Mountain experimental site, which is approxi-
mately 10 km north of Boulder, Colorado.

was 19. The peak (zero lag) of the ACF in Fig. 9b is
0.1731 m2 s22. Figure 9b indicates that for nonzero lag,
the ACF shows no significant correlation and therefore
we conclude that the estimates are independent.

These values of radial velocity precision (random er-
ror) can be compared with those from other Doppler
lidars. For example, Gal-Chen et al. (1992) report a
standard deviation of 0.35 m s21 for 12 pulses with the
the NOAA-ETL ground-based Doppler lidar, while Fre-
lich et al. (1994) report a variance of 0.13 m2 s22 for
single-shot estimates from a flash-lamp-pumped 2-mm
Doppler lidar operating at 5 s21. Schwiesow and Spo-
wart (1996) calculate a standard devation of 0.4 m s21

in the limit of high SNR for the NCAR 10.6-mm Doppler
lidar operating with a normalized spectrum width of
0.051, M 5 6, and 20 pulses averaged.

To demonstrate how the random error of radial ve-
locity changes as a function of wideband SNR, we com-
puted ACFs for each time series starting at 1 km. The
standard deviation is less than 0.5 m s21 at 1-km range
and increases to approximately 2 m s21 just before the
terrain target at 7865 m. It drops abruptly to 0.4 m s21

after the beginning of the terrain target, where the at-
mospheric turbulence contribution to the width vanishes
and the SNR is high. This is consistent with our theo-
retical predictions.

Figure 10 shows the uncorrelated standard deviation
as a function of SNR for actual data (solid line) and
theory (dotted curve). At an SNR of 10 dB, a smoothed
approximation of the data gives a standard deviation of
0.5 m s21, which is about 10% above the theoretical
prediction. We attribute this difference to uncertainty in
the frequency compensation for the difference between
transmitter and LO from pulse to pulse, which is done
electronically. Note in Fig. 5 that the pulse-to-pulse fre-

quency difference is much larger than the spectral width
of the transmitted pulse.

At very low SNRs, the experimental values for stan-
dard deviation fall below the theoretical prediction that
contains contributions from the noise-dependent T2 and
T3 terms (Schwiesow and Spowart 1996). We attribute
this to difficulty in estimating very low SNR values.
For the low SNRs the data are merely indicative of the
general trend, and we consider the theoretical predic-
tions correct.

4. Comparisons with an anemometer

The lidar beam was transmitted from the second floor
of the NCAR Foothills Laboratory and passed approx-
imately 10 m above a PAM II two-axis propeller ane-
mometer mounted 10 m AGL on a tower at the 1.5-km
range. Each sensor (R. M. Young Company model
27106) has a threshold speed of 0.5 m s21, an accuracy
of 0.5 m s21, and a propeller distance constant of 3.3
m (Militzer 1987). The axes of the sensors are aligned
north–south and east–west, and the horizontal compo-
nent of the wind, parallel to the lidar line of sight, was
computed for comparison with the lidar radial velocity
at the 1.5-km range. The lidar data were averaged for
1-min periods to match the anemometer data. Anemom-
eter data at higher sample rates were not available.

Measurements over 2–8 h were compared on many
days during a 6-month period in 1994. In general, ex-
cellent agreement was found for wind fluctuations, with
correlation coefficients as high as 0.97 for 90-min com-
parisons. Sometimes, however, a difference between the
means (as large as 1 m s21) of each instrument was
found. Figure 11 is an example with a correlation of
0.94 and a relatively small difference between the means
(0.12 m s21).

Based on correlations between the mean velocity dif-
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FIG. 11. Comparison of lidar radial velocity at 1.5-km range (thick
line) and the corresponding component of PAM II (thin line) measured
wind on 14 April 1994. The correlation coefficient is 0.94 and dif-
ference of the means is 0.12 m s21.

ferences and changes in laser pulse chirp, we conclude
that the error in mean velocity is caused by the inability
of the single-point reference frequency estimate to ac-
count for changes in the pulse chirp. For example, we
were able to change the amount of velocity bias by
tuning the TEA laser slightly. The tuning affects the
laser gain and pulse length and hence the effective chirp
changes. Although we strive to keep the TEA laser run-
ning at peak and repeatable performance, changes in
room temperature, atmospheric pressure, and laser gas
quality make this difficult to achieve.

5. Comparisons with a radar profiler

The lidar operated with the beam pointed vertically
on 8 and 9 May 1994 at the NCAR Research Aviation
Facility concurrently with a 915-MHz radar profiler. Ex-
amples of the lidar vertical velocity data collected on
these two days are shown in the top two images in Fig.
12. The resolution of the data in Fig. 12 is 1 s temporally
and 15 m vertically. The boundary layer was convective
in both cases, with a few fair-weather cumulus on 8
May and cumulus clouds that increased in depth and
coverage on 9 May.

The base of the cumulus appears in the middle image
in Fig. 12, varying from approximately 1450 to 2000
m AGL, as a systematic negative–positive–negative ve-
locity signature. In the image, it appears as a thin blue
line followed by a broad yellow-brown and then green
band. This signature is approximately 800 m deep in
the vertical, consistent with the laser pulse length at
approximately 10% power level. Velocity data at or
above the thin blue leading edge of the signature are
false and are due to the interaction of the pulse chirp
and power with the extreme scattering gradient. Vertical
velocities below this feature are not affected.

The profiler, part of NCAR’s Integrated Sounding
System (ISS) (Parsons et al. 1994), was located 100 m
from the lidar and operated with a scan strategy that
provided one short-pulse (700 ns) zenith profile every

200 s. Each profile was the mean of a 30-s dwell. Only
short-pulse zenith profiles were used for comparison
with the lidar because they best match the pulse length
of the lidar. Lidar radial velocities at profiler sampling
times and altitudes were averaged for 30 s. Figure 13
shows multilevel time series comparisons between the
lidar and profiler on 9 May.

Table 1 summarizes the primary differences between
the NCAR Doppler lidar and a 915-MHz radar profiler.
Carter et al. (1995) review the history of UHF wind
profiling and Ecklund et al. (1990) describe the field
testing of a 915-MHz profiler. Angevine et al. (1993)
and Angevine et al. (1994) use 915-MHz profiler data
to measure vertical velocity variance and momentum
fluxes in convective boundary layers. Strauch et al.
(1987) discuss the precision and relative accuracy of
profiler wind measurements.

The Weber–Wuertz quality control (QC) algorithm
(Weber et al. 1993; Weber and Wuertz 1991) was applied
to the profiler data used in these comparisons. Barth et
al. (1995) found that this algorithm, which uses pattern
recognition and a continuity model, was superior to two
other QC techniques that use consensus methods. The
Weber–Wuertz technique assigns a QC value, ranging
from 0 to 100, to each velocity. Low QC values cor-
respond to high-quality data. In Fig. 13, four points had
QCs greater than 10 and, for these, linear-interpolation
using adjacent vertical points on both sides of the omit-
ted point was used for replacement so that continuous
data would be available for cross-spectrum analysis.
This is preferable to using adjacent horizontal points
since there is no correlation horizontally because of the
large temporal separation between values.

In addition to the profiler data acting as an indepen-
dent check for the lidar measurements, the lidar data
were found to be particularly useful in tuning the profiler
QC algorithm parameters so that outliers were removed
while retaining small-scale features in the data. Typi-
cally, the QC algorithm is set to allow a 1 m s21 change
in velocity from one point in time to the next. However,
the lidar data showed us that a 3 m s21 change should
be allowed in order to resolve the stronger updrafts and
downdrafts.

Correlation coefficients from the lidar and profiler
vertical velocities were as high as 0.866 (n 5 46) on 9
May 1994 with typical values ranging from 0.60 to 0.80.
The correlation coefficients and the number of points
used to compute them at each level are listed on the
right side of Fig. 13. On 9 May, the vertically averaged
mean lidar minus the mean profiler vertical velocities
at each level from 532 to 1372 m was 20.81 m s21.
Figure 14 shows the mean and variance of the profiler
and averaged lidar vertical velocities as a function of
altitude. Because of the volume-averaging effect of the
lidar and radar samples, the variances shown are filtered
versions of the true atmospheric variance. The vertical
velocity data in the top two images in Fig. 12 have been
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FIG. 13. Time–height comparison of lidar (thick line) and profiler
(thin line) vertical velocities on 9 May 1994. Numbers to the right
indicate correlation coefficient and number of points available for
comparison at that altitude. Four (out of 414) profiler data points
were rejected by the Weber–Wuertz QC algorithm and replaced by
interpolation between adjacent vertical levels. The velocity scale is
5 m s21 per vertical division.

TABLE 1. A comparison of the NCAR 10.6-mm CO2 Doppler lidar
and a 915-MHz radar profiler.

10.6-mm NCAR CO2

Doppler lidar 915-MHz radar profiler

Middle infrared (28.3-THz fre-
quency)

UHF (0.33-m wavelength)

0.84-ms coherence time(for 1 m
s21 velocity spectral width)

26-ms coherence time (for 1 m
s21 velocity spectral width)

0.0058 beamwidth (80 mrad full
angle)

88 beamwidth (0.14 rad full an-
gle)

Pulse repetition frequencies
from 0 to 30 Hz

Pulse repetition frequencies
from 14 to 40 kHz

Relies on small particles(1–3-
mm radius) for backscatter
(Mie scattering)

Relies on inhomogeneities in
the refractive index for back-
scatter (Bragg scattering)

High temporal resolution radial
velocity estimates (0.4 m s21

precision for 20 laser pulses
in good SNR conditions)

Lower temporal resolution radi-
al velocity estimates (Re-
quires approximately 30-s
spectral averaging)

Maximum spatial dimension of
sample volume is limited by
pulse length (approximately
100 m)

Maximum spatial dimension is
limited by beamwidth (0.14
3 range)

Humidity causes aerosol swell-
ing and improves SNR

Humidity also attenuates signal

Strong temperature and humidi-
ty gradients improve SNR

Scattering gradients add error to
velocity estimates because of
inherent (uncontrollable)
pulse frequency chirp

Scattering gradients do not af-
fect the velocity estimates
because pulse frequency is
constant

No sidelobes Sidelobes (vulnerable to ground
clutter)

Asymmetric pulse amplitude Symmetric pulse amplitude
No pulse phase coding Pulse phase coding optional
Pulse length (0.4–1 ms) and

power (40–200 mJ per pulse)
depend on laser gas mixture

Pulse length selectable (0.4–3.3
ms)

Pulse power depends on pulse
repetition rate (3–25-W aver-
age)

Beam steering requires moving
mirrors

Full hemispherical scanning
possible (308 s21)

Phased array antenna allows
five discrete beam angles (no
moving parts)

Requires operator attendance Unattended operation (for a
week or more)

One of a kind Commercially available

adjusted to account for the vertically averaged differ-
ence in the means on each of these days.

Significant contributions to the short-term differences
between the two vertical velocity measurements are 1)
different sizes of the sampling volumes and 2) the spatial
separation of the two measurements. The lidar sampling
volumes are long and narrow (approximately 29.7 m3),
while the region contributing to a profiler velocity mea-
surement is over five orders of magnitude larger (ap-
proximately 3.5 3 106 m3 for 88 beam divergence and
700-ns pulse length at 1270 m AGL). The 100-m sep-
aration of the two instruments on 8 and 9 May means
that the two sampling volumes are completely different
up to 1270 m AGL.

Additional factors that may affect the radial velocity
correlation between the lidar and profiler are the indi-
vidual SNRs of each instrument and the speed, direction,
and variance of the wind. Although lidar and profiler
SNRs cannot be compared directly with each other, each
can be used to evaluate relative system performance
under different conditions. Carter et al. (1995) discuss
how radar profiler SNR is computed. Keeler et al. (1987)
discuss the significant differences in interpretation of
SNR between scientists with optical and radar back-
grounds.

The lidar wideband SNR (in decibels) presented in
Fig. 15 is defined as (Keeler and Passarelli 1990)

SNR (dB) 5 10 log10(Pr /Pn), (1)

where Pr is received power and Pn is noise power in-
tegrated over the frequency range that corresponds to
the velocity measurement range of the lidar 626 m s21.
We define Pn as the mean signal power in the absence
of atmospheric return (often referred to as the back-
ground level with telescope open) and

Pr } (I 2 1 Q 2) 2 Pn .

Figure 15 shows the mean SNR profiles (in decibels)
for the lidar and profiler during the comparison period
on 9 May 1994.

Figure 16 contains the mean vertical velocity energy
spectra, coherence, and phase angle (e.g., Stull 1988)
for the lidar and profiler data shown in Fig. 13. These
results were achieved by computing the cross-spectra of
the two time series at each of the nine vertical levels.
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FIG. 14. Mean and variance of vertical velocity as a function of
altitude for lidar (triangles) and profiler (squares) on 9 May 1994.
The vertically averaged difference is 0.81 m s21, and the standard
deviation of the differences is 0.11 m s21.

FIG. 15. Average wideband SNR for the lidar (triangles) and profiler
(squares) on 9 May 1994 during the comparison period shown in
Fig. 13.

FIG. 16. Energy spectra (top; thick line is lidar, thin line is profiler),
coherence (middle), and phase angle (bottom) for the vertical veloc-
ities shown in Fig. 13. The vertical bar in the top panel represents
the 80% confidence interval for the spectral estimates.

The cross-spectra are then averaged over three Fourier
modes and all nine levels to increase the significance
of the results.

The dashed horizontal line on the coherence plot
(middle panel) in Fig. 16 is the value that would be
exceeded by 1% of the coherence estimates of two time
series that are uncorrelated with each other. All of the
coherence estimates of the two vertical velocities are
well above this level. The high values of coherence and
the nearly zero phase angle indicate that both instru-
ments are measuring the actual vertical velocity at all
the resolved scales.

We also evaluate the spectra of the lidar vertical ve-
locity. Figure 17 shows the lidar spectral density mul-
tiplied by frequency for a 3-h lidar-measured vertical-
velocity time series at 990 m AGL on 9 May 1994. This
series consists of 10 800 1-s observations, each of which
is the average of 10 laser shots. The power spectrum is
smoothed over 10 equal logarithmic intervals (Kaimal
and Finnigan 1994). The vertical lines on the spectrum
show the 80% confidence interval.

The spectrum has a maximum at approximately 1023

Hz (1000-s period). From this point to approximately a
30-s period, the power spectrum has an f22/3 slope, which
is consistent with the inertial subrange turbulence hy-
pothesis. At frequencies higher than 0.03 Hz (33-s pe-
riod), the power spectrum has an f11 slope, which is
characteristic of random uncorrelated noise.

6. Internal consistency

To test the lidar data for internal consistency, a 2D
field (time versus range) of radial velocity data with the
beam in a near-horizontal position was identified where
the fluctuations appeared homogeneous and stationary.
The data were collected on 28 June 1994 from the
NCAR Foothills Laboratory with the beam directed at
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FIG. 17. Power spectrum of a 3-h time series of vertical velocity
at 990 m AGL measured by the Doppler lidar on 9 May 1994. The
time series consisted of 10 800 1-s samples that were computed using
single-lag complex autocovariance processing applied to seven pairs
(105 m) of I and Q data in the vertical. The power spectrum was
smoothed over 10 equal logarithmic intervals before plotting. The
vertical lines represent the 80% confidence interval for the spectral
estimates.

FIG. 18. NCAR Doppler lidar line of sight from the Foothills Lab-
oratory in Boulder with respect to the underlying terrain.

FIG. 19. Mean (top) and variance (bottom) of quasi-horizontal lidar
radial velocities as a function of range from 1655:30 to 1717:30 MDT
on 28 June 1994.

approximately 0.68 elevation angle and 3448 azimuth
angle along the path shown in Fig. 18. The terrain data
shown in Fig. 18 were obtained from a U.S. Geological
Survey digital relief map of the Boulder area with 30-m
resolution. During a 22-min period in the afternoon
(1655:30 to 1717:30 MDT), the radial velocity display
(see lower right image in Fig. 12) indicated a relatively
homogeneous pattern at all ranges (500 to 9500 m) with
almost no temporal change. The corresponding aerosol
distribution showed no large scattering gradients. This
condition is necessary to avoid the effect of pulse chirp
in inhomogeneous scattering conditions. During this pe-
riod, the mean horizontal wind vector at the PAM II
station was from 188 at 3.2 m s21.

The lower left image in Fig. 12 is presented for com-
parison with the lower right image in Fig. 12. It shows
large temporal and spatial variability in the radial ve-
locity field as a cold front approached the Boulder area
from the north on 18 April 1994. For all the velocity
data presented in this paper, positive values (warm col-
ors) indicate motion away from the lidar.

As Fig. 18 indicates, the lidar beam is not at a constant
altitude above the ground. For most of the first 4 km
of data, the ground is less than 20 m below the beam.
After the 4-km range the beam altitude averages ap-
proximately 50 m AGL. Since the lidar radial velocity
data along this line are essentially horizontal, moments
of the velocities are not strongly dependent upon height
above the ground. However, sharp changes in the terrain,
such as the steep hill near 4 km, could enhance tur-
bulence in that region. Figure 19 contains the mean and
variance of the radial velocity as a function of range
during the 22-min sample of data. The variance from

2.5- to 4-km range is approximately twice that else-
where, suggesting that turbulence is being generated as
the flow passes over the hill near 4 km. Because the
mean flow during that time was from 188 and the beam
azimuth was 3448, the region of enhanced variability is
consistent with the expected location of a wake pertur-
bation. This observation demonstrates the value of
Doppler lidar for measuring the variation of turbulence
over irregular terrain.

Although this feature suggests some degree of hori-
zontal inhomogeneity in the velocity variance, we
nevertheless use the data to examine the correlating ef-
fects of the laser pulse and signal processing. Profiles
of mean SNR for the horizontal data were not available
because all of the recorded I and Q data in these cases
were in the presence of significant atmospheric scatter-
ing and a background was not recorded. (For the vertical
data, we simply used I and Q data from 10-km range
as background.)
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FIG. 20. Two-dimensional ACF of quasi-horizontal lidar radial ve-
locities from 500- to 9500-m range and 1655:30 to 1717:30 MDT
on 28 June 1994. The radial velocity field consisted of 1320 1-s
profiles. Each profile contained 600 15-m radial-velocity estimates
that were computing using a sliding seven-point single-lag complex
ACF processing algorithm.

FIG. 21. Two-dimensional ACF evaluated after the mean of each
profile has been subtracted to show correlating effect of pulse
length.

a. Autocovariance functions

Two-dimensional auto ACFs presented here (Figs. 20
and 21) were computed by inverse-Fourier transforming
the power spectra of the radial-velocity field. The 2D
ACF shows a peak at zero spatial and temporal lag of
1.62 m2 s22, which is the variance contributed by un-
correlated random noise and correlated fluctuations. [We
refer the reader to Bendat and Piersol (1986), Lumley
and Panofsky (1964), or Kaimal and Finnigan (1994)
for more information on time series analysis and ACFs.]
The upward-sloping ACF field surrounding the ‘‘fin’’
at zero spatial lag and small temporal lag is due to real
correlations of the radial wind field measured by the
lidar and correlated errors in the velocity estimates
(which we conclude are small from hard-target test re-
sults). Additional correlation in the spatial direction is
contributed by the single-lag complex autocovariance
processing algorithm (0–105-m lag), laser pulse length
(0–210-m lag), detector bandwidth, and the turbulent
velocity field. Electronic noise contributes to the mag-
nitude of the uncorrelated maximum at the center. Vol-
ume averaging, on the other hand, reduces the velocity
variance. Thus, the velocity variances reported here are
filtered versions of the true atmospheric velocity vari-
ance.

If measurement errors are negligible (correlated or
uncorrelated), the ACF at zero spatial and temporal lag
is a reasonable approximation to the sample-volume fil-
tered variance of the wind. Here, the variance can be
estimated by extrapolating the ACF from small temporal
lag to zero lag to eliminate uncorrelated contributions
to the variance. In Fig. 20, and this procedure gives a
value of 0.71 m2 s22. Thus, about 0.9 m2 s22 is due to
uncorrelated fluctuations. The relative contribution of
correlated and uncorrelated fluctuations mostly depend

on the average SNR over the velocity field, the spatial
averaging, and the true atmospheric velocity variance.

To show the correlating effect of the laser pulse length
beyond the correlation caused by signal processing in
the spatial direction, the 2D ACF calculation was re-
peated with the mean of each velocity profile removed
before transformation. The result is shown in Fig. 21.
The fin along the zero temporal lag is removed for lags
greater than 195 m and less than 2195 m. This enhanced
correlation was present in Fig. 20 but not obvious be-
cause of the enhanced correlation along the entire length
of the zero-temporal-lag ACF. Because we know that
the processing scheme does not introduce significant
correlations in the data beyond 6105 m, we conclude
that the enhancement from 2195 to 2105 m, and from
105 to 195 m is due to the correlating effect of the tail
of the laser pulse.

b. Power spectra

In this section we present the spatial power spectrum
transfer function and show that the temporal and spatial
power spectra of radial velocities are similar. The ve-
locity spectra presented in this section are plotted using
semilog graphs with discrete spectral energy S(f) mul-
tiplied by frequency f. We chose this style (instead of,
e.g., log–log plots) because of the occasional negative
values that occur in corrected spectra and because the
area under any portion of the curve is equal to the vari-
ance within that spectral range. The spectra presented
in this section have been smoothed over 25 equal log-
arithmic frequency intervals, rather than 10 as in the
previous section.

The high-frequency end of a power spectrum of a
time series of radial velocities is dominated by random
noise, which has a 11 spectral slope (shown in Fig.
17). The low-frequency end of that spectrum is domi-
nated by atmospheric motions. The contribution of ran-
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FIG. 22. Mean spatial power spectra of lidar radial velocities. Upper
solid curve contains no corrections. Lower solid curve is corrected
for the effect of random noise and the signal processing scheme.
Vertical lines on the solid curves are 80% confidence intervals. Both
curved dashed lines obey the l5/3 power law.

FIG. 23. Velocity profile transfer functions. The solid line is esti-
mated from the data. The dashed line is equivalent to the transfer
function produced by a 105-m running mean.

FIG. 24. Comparison of corrected spatial (solid) and temporal (dot-
ted) spectra. The curved dashed line is proportional to l5/3.

dom noise can be approximately removed by subtracting
this constant noise level from the entire spectrum.

Spatial spectra contain steep valleys due to the effects
of the ACF signal processing. Therefore, windowing has
been applied to the velocity profiles before transfor-
mation to prevent leakage of spectral energy into ad-
jacent frequency bins. The upper solid curve in Fig. 22
is the mean spatial power spectrum of the velocity,
which was obtained by first filtering each velocity record
with the Hanning window (Press et al. 1989), then com-
puting its spectrum. The 1320 spectra were then aver-
aged over the 22-min period. The vertical lines on the
spectra in Fig. 22 represent the 80% confidence interval.

Because the measurement is contaminated by noise,
we expect the transfer function, which is the ratio of
the true (atmospheric) power spectrum to the measured
power spectrum, to be less than one—especially at high
frequencies. To determine the transfer function, we use
the Wiener–Khintchine theorem (Lumley and Panofsky
1964) to transform the fin part of the spatial ACF shown
in Fig. 21. The fin of the ACF is obtained by subtracting
either of the neighboring spatial ACFs, which are not
contaminated by uncorrelated noise and the signal pro-
cessing scheme, from the spatial ACF at zero temporal
lag. The fin is then Fourier transformed and divided by
the variance to obtain a transfer function. This transfer
function is plotted as the solid line in Fig. 23.

If we assume that the effect of the processing scheme
is approximately equivalent to a 105-m running mean,
the transfer function is

S(l21) 5 sinc2(105p/l), (2)

where

sinc(x) 5 sin(x)/x.

Equation (2) is the dashed line in Fig. 23. The two
transfer functions are very similar, which confirms that
the fin is due to the signal-processing scheme approx-
imated by Eq. (2). By dividing the mean spatial co-
spectrum by the transfer function Eq. (2), we can better
estimate the ‘‘true’’ atmospheric spectrum not altered
by noise and the signal-processing scheme.

Figure 24 is a comparison of the corrected spatial and
temporal power spectra. The abscissa of the temporal
spectrum is obtained by dividing the frequencies by the
component of the mean wind speed parallel to the lidar
beam. As expected, the two power spectra are quite
similar, which demonstrates the efficacy of the tech-
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niques for correcting the spectra in both temporal and
spatial dimensions with resulting consistency of the cor-
rected radial velocity spectra in both the temporal and
spatial dimensions.

7. Conclusions

Validation of the NCAR CO2 Doppler lidar’s radial
velocity measurement capability included 1) hard-target
testing, 2) comparison with anemometer data, 3) com-
parison with 915-MHz profiler data, and 4) spectral
analysis of fixed-beam radial velocity measurements.

Nonmoving hard-target data show that correlated er-
rors in the radial velocity measurement are very small
(negligible LO frequency drift) and that the random er-
ror of the hard-target velocity is approximately 0.4 m
s21 using an average of 20 laser pulses and 1.5 ms of
10-MHz I and Q data, and single-lag complex autoco-
variance processing. Comparison of clear air radial ve-
locity (averaged over periods of at least 30 s) with those
from an anemometer and a 915-MHz radar profiler dem-
onstrate good agreement for turbulent wind fluctuations
but also indicate that the lidar data can be biased by as
much as 1–2 m s21. We conclude that the error in mean
velocity is caused by the inability of the single-point
reference frequency estimate to account for changes in
pulse chirp.

Spectral analysis of Doppler lidar radial velocities
show that a 25/3 spectrum can be seen in vertical ve-
locity data from strong convective boundary layers for
periods larger than about 30 s. Two-dimensional auto-
covariance functions of horizontal fixed-beam data show
the correlating effect of the signal processing and laser
pulse. The correlating effect of the single-lag complex
ACF processing is approximately equal to that of a run-
ning mean of equivalent length. We have also compared
temporal and spatial power spectra of the fixed-beam
data and shown that they are similar.

Despite modest pulse power, relatively large fre-
quency chirp, and two currently unresolved engineering
problems (parasitic interferometer and velocity bias), we
have shown that the NCAR CO2 Doppler lidar can make
good radial velocity measurements under adequate SNR
conditions. Its performance could be improved substan-
tially by eliminating the parasitic interferometer and re-
placing the current analog signal processor with one that
utilizes state-of-the-art digital electronics. However,
even in its current configuration, the lidar remains useful
for studies that require remote measurements of wind,
such as monitoring flow over complex terrain or bound-
ary layer turbulence structure.
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