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ABSTRACT

We report on recent developments and tests of an ap-
proach to measure the two-component horizontal wind
�eld over areas of 10 to 20 square kilometers with spatial
resolutions ranging from 100 m to 1 km and update rates
of every 10 to 30 s. The approach employs a horizon-
tally scanning, eye-safe, elastic backscatter aerosol lidar
(the Raman-shifted Eye-safe Aerosol Lidar, or “REAL”)
and the application of numerical motion estimation al-
gorithms to determine the velocity of a mixture of natu-
rally occurring and anthropogenic aerosol features in the
sequence of images that the lidar produces. Compared
to Doppler lidars, which measure directly only a single
component (the radial or “line-of-sight” component) of
the �ow, the technique that we report on provides a mea-
surement of two velocity components. Our goal is to ob-
tain the highest resolution wind �elds over the largest ar-
eas possible with this technique and the hardware used
may be scaled up to survey areas at longer ranges. We
think this approach may have advantages for applications
in wind energy—in particular, very short term wind fore-
casting and offshore wind resource assessments.

1. INTRODUCTION

Presently, the leading method to measure the wind with
lasers is by the use of Doppler lidars [1; 2; 3; 4; 5].
These instruments are essentially interferometers that
mix backscattered laser radiation from the atmosphere
with a continuous sample of the radiation that was trans-
mitted in order to obtain a beat note that is proportional to
the frequency shift and caused by the wind-induced drift
of aerosol particles. The technique is robust and highly
accurate and gained much popularity in recent years, es-
pecially since compact and affordable systems have be-
come commercially available. The technique to measure
the frequency shift is known as optical heterodyne de-
tection and it requires a high degree of coherence in the
transmitted and backscattered laser radiation. However,
the requirement for coherence places limitations on sev-
eral important aspects of the system. For example, be-
cause the velocity measurement precision using this tech-
nique is related to laser pulse length, there is a tendency
to use long pulses which reduce the range resolution of
the data. Similarly, speckle diminishes the bene�ts of us-
ing larger telescope diameters which are advantageous to
collect more signal and see farther.

Doppler lidars are also limited to a direct measurement
of only the radial component of air motion (also often re-
ferred to as theline-of-sightcomponent). This is only one
of three components of air motion in the native spherical
coordinate system of any radar or lidar. In order to ob-
tain two or more components of air motion with Doppler
lidar, one or more of several additional techniques must
be employed. They include: (1) the carefully coordinated
use of two or more Doppler systems separated by a sig-
ni�cant distance (known as dual-Doppler) [6; 7; 8]; (2)
the use of full or wide sector scans, the assumption of
homogeneous �ow, and curve �tting techniques to obtain
vertical pro�les of horizontal winds [9]; and (3) the use of
numerical �ow retrieval models [10; 11]. These methods
either increase the cost and complexity of two-component
wind measurements signi�cantly or rely upon assump-
tions (e.g., horizontally homogeneous �ow) that may not
always be true.

In this paper, we report on research and development of
a very different approach to obtain 2-component wind
�elds. The method is akin to the technique ofparticle im-
age velocimetry(PIV) that is routinely used in laborato-
ries to observe �ow �elds around objects for aerodynamic
engineering and studies in �uid mechanics [12; 13]. PIV
uses sequences of digital images of seeded �ows and
numerical motion estimation algorithms to derive vector
�ow �elds. The seeds serve as a tracer of the �uid mo-
tion. Practicing PIV in the atmosphere is substantially
more dif�cult because we cannot control the �ow, and de-
liberate seeding with tracers, as is done in laboratory PIV,
is not practical. Instead, we must rely on naturally occur-
ring aerosols (particulate matter) and small-scale mixing
to generate inhomogeneities in the aerosol �eld that we
assume move with the �ow. Anthropogenic aerosol fea-
tures may also be present in the images. In addition, the
visual signature of these aerosol perturbations evolve as
they deform and are diffused, which further challenges
the algorithms.

2. BACKGROUND

The largest efforts to measure the wind by aerosol li-
dar using a cross-correlation motion estimation algo-
rithm were conducted by the University of Wisconsin-
Madison [14; 15; 16; 17; 18; 19]. Other works include
those by Japanese and Bulgarian researchers [20; 21].
Mayor and Eloranta [19] used the technique to measure
offshore winds over the western edge of Lake Michigan
during the 1997 Lake-Induced Convection Experiment



Figure 1: (Color required.) Mean offshore vector wind �eld
derived from aerosol backscatter scans of the University of
Wisconsin Volume Imaging Lidar (UW-VIL) during the 1997-
1998 Lake-Induced Convection Experiment (Lake-ICE) using
the cross-correlation technique. 41-minutes of cross-correlation
functions were averaged. Vectors are spaced every 250 m.
Color beneath the vectors represents wind speed ranging from
about 4 m s� 1 near the coast to> 10 m s� 1 at 10 km off-
shore. (From Mayor and Eloranta (2001) [19]).

(Lake-ICE) to validate numerical atmospheric simula-
tions. They retrieved mean two-component vector wind
�elds with 250 m � 250 m resolution from the shore to
10 km offshore by averaging cross-correlation functions
over periods of up to 41 minutes (see Fig. 1). Unfor-
tunately, the lidar used was not eye-safe and the wind
measurements were not validated. In the next sections of
this paper, we describe an eye-safe elastic backscatter li-
dar system with similar capability, albeit reduced perfor-
mance compared to the Wisconsin lidar, and our efforts
to validate the winds derived from three different motion
estimation algorithms.

3. RAMAN-SHIFTED EYE-SAFE AEROSOL
LIDAR (REAL)

Based on the encouraging results of [19], the develop-
ment of an eye-safe version of the University of Wis-
consin Volume Imaging Lidar (UW-VIL) was started in
2001 at the National Center for Atmospheric Research
(NCAR) in Boulder, Colorado. The effort resulted in
the Raman-shifted Eye-safe Aerosol Lidar (REAL, see
Fig. 2, [22; 23; 24; 25]). In comparison to the UW-VIL,
the REAL operates at 1.54 microns wavelength instead of
1.064 microns. It also has signi�cantly reduced transmit

Figure 2: The NSF/NCAR Raman-shifted Eye-safe Aerosol Li-
dar (REAL) at California State University Chico.

power: 10 Hz instead of 100 Hz and 170 mJ per pulse
instead of 400 mJ. This is a reduction in average trans-
mit power by a factor of more than 20. However, the
reduction is not for eye-safety. Much more energy could
be transmitted safely at this longer wavelength. The re-
duction is due to challenges with producing laser pulses
with suitable characteristics (energy, pulse length, diver-
gence) for lidar at 1.5 microns wavelength. A path does
exist for increasing the pulse energy and pulse rate at
1.5 microns wavelength. Indeed, Spuler and Mayor [25]
demonstrated 390 mJ at 50 Hz in the laboratory.

Wavelength 1.543 microns
Pulse energy 170 mJ
Pulse rate 10 Hz
Pulse duration 6 ns
Beam diameter at BSU 66 mm (1/e2 points)
Beam divergence 0.12 mrad (half-angle)
Telescope dia. 40 cm
Receiver FOV 0.54 mrad
Digitizer speed 100 MHz
Digitizer range 14 bits
Detector type 200-�m InGaAs APD

Table 1: Speci�cations of the NSF/NCAR REAL.

The REAL is a direct-detection elastic backscatter lidar.
It is distinct from other aerosol lidars in that it operates
at 1.54-microns wavelength and safely transmits ener-
getic infrared laser pulses. The laser pulses are gener-
ated by use of a commercially-available Nd:YAG laser
and stimulated Raman scattering in an injection-seeded
high-pressure gas cell. Table 1 lists the speci�cations of
the original NSF/NCAR REAL. Under most conditions,
the system is capable of generating useful backscatter
(i.e., signal-to-noise ratio (SNR) ranging from more than
100 at 500 m to 10 at 3 km) to ranges of 3–5 km from
each laser pulse. No averaging, over space or time, of
the backscatter returns is necessary. As an example, 60-
degree wide horizontal scans require 10–30 s to collect
depending on the scan rate and desired angular resolu-
tion, and are composed of 100 to 300 radial backscat-



Figure 3: The NSF/NCAR REAL was located exactly 1.61 km
north of a 30-m tall tower during the 2007 CHATS �eld ex-
periment near Dixon, CA. 2-component wind vectors were cal-
culated using the cross-correlation technique for image subsets
outlined by the 4 concentric white squares.

ter arrays. Each backscatter array contains thousands of
samples spaced at 1.5 m intervals in range. A high-pass
median �lter is applied to each array to remove unwanted
artifacts and large-scale features caused by attenuation.
These �ltered data, in polar form, are interpolated to a
Cartesian grid, typically with 10 m� 10 m spacing. The
motion estimation algorithms described in Section 4 op-
erate on the Cartesian arrays.

4. THREE ALGORITHMS AND COMPARISON
OF RESULTS WITH ANEMOMETER DATA

From mid-March through early June of 2007, the
NSF/NCAR REAL was deployed in Dixon, Califor-
nia, for the Canopy Horizontal Array Turbulence Study
(CHATS) [26]. The REAL was located 1.6 km north
of a 30-m instrumented tower. The tower was located
in a large walnut orchard (mean tree top height about
10 m AGL) in order to study the effect of an idealized
forest canopy on atmospheric �uxes. The REAL col-
lected nearly-horizontal scans (slope of 8.6 m per 1000
m) that intersected the tower at about 20 m AGL. Sonic
anemometers on the tower near the height of the scan sur-
face were used to provide in situ wind measurements for
comparison and validation. Fig. 3 shows the experimen-
tal arrangement. The resulting data set is very large. For
brevity, we present results from just one 4 hour period
here. The period is interesting because a density current
front passed over the experimental area causing the wind
direction to reverse. A detailed description of these fronts
can be found in [27]. Two-component winds during the
period were calculated by three different numerical meth-
ods: cross-correlation (Section 4.1), optical-�ow (Section

4.2), and wavelet-based optical �ow (Section 4.3). Al-
though the two investigated families of optical �ow meth-
ods share a similar framework, they are conceptually very
different. Both approaches combine adata model, that
link image data to the underlying motion, and aregular-
izer to close the otherwise under-constrained estimation
problem. The data model usually comes from a bright-
ness consistency assumption – that is to say, the bright-
ness, in the image sequence, of a given feature remains
identical as the feature is advected by the �ow. Regu-
larizers generally enforce some spatial smoothing of the
estimated motion.

Cross-correlations perform a set ofindependent, local
measurements on small subregions of the image, assum-
ing a constant motion over the considered windows. It
�nds an ef�cient implementation thanks to the Fourier
transform, and can be easily parallelized due to the in-
dependence of measures. Optic �ow approaches, on
the contrary, look for a motion that minimizes aglobal
functional de�ned over the whole image domain. They
are widely used in robotic navigation (visual odometry),
video surveillance, stereo reconstruction, autonomous
navigation, �ight control, and video compression. A
great advantage of these methods lies in their �exibil-
ity. Indeed, the data model and the regularizer can be
designed to take into account the speci�cities of the inves-
tigated images and the dynamics of the motion, whereas
cross-correlations are limited to a single data model (ac-
tually, the cross-correlations itself) and regularizer (the
constant motion assumption). As such, �uid-dedicated
approaches have been suggested [28]. The drawbacks
are their increased computational burden, as they involve
many more unknowns that cross-correlations, and their
poor ability to cope with large apparent displacements
requires the use of an incremental, multiscale estimation
scheme. Most recently, the wavelet-based optical �ow
bene�ts from wavelet bases properties to offer a “natu-
rally” multiscale approach, as well as ef�cient implemen-
tations of various regularizer [29; 30].

Figure 4: Time-series of wind components (u is east-west andv
is north-south) from the cross-correlation technique (black dots)
and tower-mounted sonic anemometers at various heights (col-
ored lines) during the passage of a density current front on 26
April 2007.



Figure 5: Same data as in Fig. 4, expect plotted as speed (top)
and direction (bottom).

4.1. Cross-correlation

Cross-correlation (phase correlation) is the most widely-
used algorithm for retrieval of vector �ow �elds from
�uid motion image sequences. A recent paper by Mayor
et al. [31] describes in detail the performance of a cross-
correlation algorithm by comparing the resulting vec-
tor components with those from tower-mounted sonic
anemometers. The algorithm, as applied to aerosol li-
dar data, is described by Schols and Eloranta [18]. Over
180,000 pairs of vectors were compared from 75 days of
data during CHATS. For each vector comparison, turbu-
lent kinetic energy (TKE), wind speed, mean signal-to-
noise ratio (SNR), and maxima of the cross-correlations
functions were recorded. In general, it was found that im-
proved correlations of vector components existed at night
when the wind speeds and TKE were low. Similarly,
the correlations improved with increasing SNR and CCF
maxima. Although the correlation between the two types
of measurements tended to be poor over short-periods
during the day, the means were often in good agreement.

4.2. Optical �ow

The cross-correlation technique is capable of providing
useful results, but it requires adequate image content in
the interrogation window to produce a quality vector rep-
resentative of that area. In 2010, we applied an optical
�ow algorithm described by Corpetti et al. [28] to a few
hours of the REAL data from CHATS and compared the
results with the sonic anemometer data [32]. In general,
very good agreement was found and it was a step in the
right direction to see a solution that provided a vector
at every pixel without unrealistic excursions from noise.
The lack of noise in the solutions made it possible to
see physically realistic kinematic quantities such as diver-
gence and vorticity in the �ow �elds. (See color images
in right column of Fig. 8).1 However, this speci�c imple-
mentation of optical �ow provided �elds that were judged
by most potential users of the results as smoother than

1Mayor and Eloranta [19] also showed divergence and vorticity, but
it was computed from mean �ow �elds that required many minutes to
acquire. Here, divergence and vorticity were calculated from a �ow
�eld that required just two scans which took only 17 s to acquire.

Figure 6: Streamlines through the 2-component vector wind
�eld that resulted from the application of the cross-correlation
technique to a pair of elastic backscatter images when a density
current front intersected the scan area. Streamlines are colored
according to the v-component with blue indicating northerly
�ow north of the front and red indicating southerly �ow south
of the front.

desired. This work con�rmed our hypothesis that optical
�ow has clear merits over cross-correlation for lidar data,
and inspired the work described in the next section.

4.3. Wavelet-based optical �ow

The �ow �elds shown in Figs. 9 and 10 were computed
with the latest wavelet-based motion estimation algo-
rithm. Details of the approach can be found in [29; 30].
These �gures present time-series comparisons with sonic
anemometer data (direction and speed in Fig. 9) and
streamlines corresponding to one estimated velocity �eld,
superimposed on one of the input lidar images used by
the algorithm. Apart from the noticeable aerosol fea-
tures (in red and dark blue), these images are rather noisy
(when compared to images used in PIV). The implemen-
tation of a “robust” estimation method, using so-called
M-estimators, was therefore necessary to process this
data. These examples are very early results, as up to now
the mentioned wavelet-based approach has been success-
fully tested on more classical, much less noisy particle
or scalar transport images. Yet it illustrates how the al-
gorithm is capable of handling a rather complex situation
(heavy convergence due to the moving front) from a small
number of tracers, and results in coherent estimates. In
the future, we plan to adapt the method to the speci�cities
of lidar images, by enforcing furthermore the robustness
to noise and developing a lidar-dedicated data model.



Figure 7: Time-series of wind speed (top) and direction (bot-
tom) from an optical �ow technique (black circles) and sonic
anemometer (red circles) during the passage of a density cur-
rent front on 26 April 2007. The timespan shown is about 2.5
hours.

Figure 8: Vector �ow �elds (left) and kinematic quantities in
color (right, vorticity in top and divergence in bottom) resulting
from the application of an optical �ow algorithm to a pair of
scans from the REAL during the passage of a density current
front on 26 April 2007.

5. RECENT SYSTEM IMPROVEMENTS

5.1. Hardware improvements

We are currently implementing several hardware up-
grades in the NSF/NCAR REAL to improve optical ef-
�ciency and reliability of the instrument. Our goal in this
area is to reveal the smallest possible changes in aerosol
backscattering over the largest areas and longest ranges
possible. The activities include re-routing the laser beam
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Figure 9: Time-series of wind speed (top) and direction (bot-
tom) from a wavelet-based optical �ow technique (black cir-
cles) and sonic anemometer (red circles) during the passageof
a density current front on 26 April 2007.

within the transmitter subsystem, replacing several kine-
matic mirror mounts with gimbal mirror mounts, and fab-
ricating an improved positive-pressure enclosure around
the transmitter subsystem. In addition, we are procur-
ing gas-fusion beam-steering unit (BSU) mirrors with en-
hanced gold coatings for an average re�ectivity per mir-
ror greater than 99.6%. We estimate the old mirrors to
have re�ectivity between 90 and 96%. Given two BSU
mirrors and two passes (transmit and receive), we expect
to reduce optical losses in the BSU alone from 15–34%
to less than 2% [33]. These improvements will enable
better performance in terms of increased SNR and range
and more durability for long-term operation.

5.2. Control system

Wind monitoring requires long, uninterrupted periods of
measurement. Continuous and unattended operation of a
high energy laser requires a control system that can sense
potential problems and take automatic action if neces-
sary to protect the system from damaging itself. A con-
trol system can also stabilize transmitter power by peri-
odically adjusting laser �ashlamp voltage and reminding
operators of the need for maintenance (e.g., �ashlamp



Figure 10: Streamlines through a 2-component vector �ow �eld
that resulted from application of a wavelet-based optical �ow
algorithm to a pair of scans from the REAL during the passage
of a density current front on 26 April 2007.

changes2). A lidar control system, written in Labview,
has been developed and is currently being tested. The
system senses laser beam characteristics, temperatures,
pressures, and motion, and either (1) shuts down grace-
fully; (2) makes small adjustments; or (3) informs opera-
tors of changes.

One potential application of this lidar system is offshore
wind assessment. The instrument could be installed on
the ground near the shore and scan horizontally with the
beam directed over the water. (As was done for the data
shown in Fig. 1.) Precise and accurate measurement of
the altitude of the lidar beam above the water is impor-
tant. Small tips and tilts of the lidar platform result in
large changes in the altitude of the beam offshore. For
example, rolling the horizontal deck of the trailer by 1
mm would displace the beam over 4 m altitude at 10 km
range. To solve this problem, we invested in two tilt-
meters each employing gravity-referenced electrolytic tilt
transducers with 0.001-degree resolution. At the time of
this writing we are simply recording this data to study the
stability of our platform. However, in the future, this in-
formation could be supplied to the control system and the
elevation angle of the BSU could be adjusted in real-time
to maintain constant altitude of the scan offshore.

2Currently, laser �ashlamps must be replaced every 20M-30M
pulses. The replacement requires less than 30 minutes of downtime.

Figure 11: A web-application enables users to view the most
recent two-component vector wind �eld overlaid on a Google
Earth map within seconds after the data are collected. The vec-
tors are computed in real-time by an Nvidia Tesla GPU and the
�ow �elds are uploaded to a database on a server in the Depart-
ment of Physics at California State University Chico.

5.3. Real-time winds

We recently completed development of the ability to
compute vector wind �elds in real-time using the cross-
correlation technique. The algorithm requires many com-
putationally intensive operations such as sorting for �l-
tering, interpolation for gridding, and fast-Fourier trans-
forms for calculation of the cross-correlation functions.
Traditional computer programs do not typically utilize
the multicore power of modern CPUs ef�ciently. Fur-
thermore, graphical processing units (GPUs) can dramat-
ically accelerate the execution of software applications by
distributing the computation across hundreds of smaller
processors. This is especially true for image blocks with
a large number of pixels. Therefore, the software appli-
cation was written to take advantage of these architec-
tures. Upon completion of the calculation of one vec-
tor �ow �eld for one pair of scans, the vector �ow �eld
is transmitted to an SQL database that can be read by a
web-application to enable users to display the �ow �elds
in near-real-time from anywhere with an internet connec-
tion.

6. A MORE COMPACT, 20 HZ REAL

As of 3 September 2012, the CSU Chico Atmospheric
Lidar Research Group is now home to a second REAL
thanks to an equipment transfer from the Pentagon Force
Protection Agency (PFPA). The instrument was recently
received from PFPA through the US National Science
Foundation (NSF) and the National Center for Atmo-



Figure 12: A more compact REAL with twice the pulse-rate of
the original REAL is now available. This system is approxi-
mately 2.5 m wide by 3 m long.

spheric Research (NCAR) for use in atmospheric re-
search and education. The second-generation REAL
was built by ITT Corp. and is considerably smaller than
the original REAL that has been at Chico State since
2008. The CSU Chico Atmospheric Lidar Research
Group will maintain the instrument, along with its larger
elder brother, and use them both for research related to
wind energy, aerosols, air quality, and other topics in me-
teorology.

7. CONCLUSIONS AND FUTURE PLANS

Further assessment of the integrity of the velocities from
the two optical �ow algorithms could be performed
by making point by point comparisons with the sonic
anemometer data (as was done for the cross-correlation
results) and comparing the distributions of velocity com-
ponent differences. In addition, time-series analysis may
reveal the noise levels in the results. However, the REAL
scans from CHATS data set have several problems which
make the comparison and anaysis challenging. These in-
clude periodic unequal time separation of the lidar vec-
tors (due to an idiosyncrasy in the data collection soft-
ware at that time) and occasional hard target re�ections
in the backscatter images from the tower. Finally, the li-
dar trailer was not as stable as it should have been during
CHATS resulting in variation and some uncertainty of the
height of the scan surface at the tower location.

We plan to operate the REAL at California State Univer-
sity Chico for a 6-month period starting in June of 2013
and compare retrieved winds with those from a compact
Doppler lidar. The evaluation will be performed at alti-
tudes of 50 to 150 m AGL in order to provide more data

on the performance of this technique at altitudes swept by
large wind turbines. All of the experimental de�ciencies
encountered in CHATS will be addressed. In the future,
we would like to deploy one of the REALs at a coastal
location to evaluate its performance in a marine environ-
ment.

The instruments currently available are suited for wind
measurements between 500 m and 3–5 km horizontal
range. We note that the technology can be scaled up to
be effective at longer ranges. For example, by increas-
ing the telescope diameter from 40 cm to 60 cm, a dou-
bling in receiver collection area will be achieved. (In-
creasing the telescope diameter would require larger BSU
optics, but this can be done.) Similarly, the transmitted
pulse energy could be increased substantially. Eye-safety
could be maintained by increasing the transmit beam di-
ameter to match the current energy density within the
beam. Nd:YAG lasers capable of delivering 3 J of pump
energy at 10 Hz pulse rate are commercially available.
With 25% conversion ef�ciency in the Raman-shifter, this
could produce 750 mJ at 1.54 microns wavelength.
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32. Dérian, P., Héas, P., Mémin, E., Mayor, S. D. 2010:
Dense motion estimation from eye-safe aerosol lidar
data. 25th Int. Laser Radar Conf. Paper S3O-04.1,
377-380.

33. Mayor, S. D., Petrova-Mayor, A., Wortley, R. W.
Hofstadter, D. S., Spuler, S. M., and Ranson, J. 2011:
Gas-fusion mirrors for atmospheric lidar. JTuA19.
Frontiers in Optics. Optical Society of America.


	Introduction
	Background
	Raman-shifted eye-safe aerosol lidar (REAL)
	THREE ALGORITHMS AND COMPARISON OF RESULTS WITH ANEMOMETER DATA
	Cross-correlation
	Optical flow
	Wavelet-based optical flow

	RECENT SYSTEM IMPROVEMENTS
	Hardware improvements
	Control system
	Real-time winds

	A more compact, 20 Hz REAL

