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A B S T R A C T

Fifty-three episodes of internal gravity waves, with horizontal wavelengths ranging from 30 to 100 m, were
identified in time-lapse animations of numerically filtered elastic backscatter lidar images collected during the
Canopy Horizontal Array Turbulence Study (CHATS). The waves existed in and above a 10 m tall walnut orchard
and are also present in time-series data of meteorological variables such as wind and temperature as measured
by in situ sensors at multiple heights on a 30 m tower centrally located in the lidar scan area and inside the
(1.6 km)2 orchard. All of the episodes occurred at night in the presence of temperature inversions and light
winds. Wave periods from time-series analysis of the in situ data range from 20 to 100 s. Sequences of lidar
images reveal that the waves propagate in the direction of and at phase speeds less than that of the mean wind.
The in situ data indicate the presence of a wind shear maximum and an inflection point at the top of the canopy.
Gradient Richardson numbers near that altitude range between 0 and 0.20 indicating hydrodynamic instability.
Range versus height lidar images from one case show the wave structures tilting downstream with altitude. In
some cases, horizontal scans reveal that the gradient of aerosol backscatter tends to be larger on the upwind side
of the crests. The environment and observations are consistent with the prevailing theory that the waves are the
result of inflection point instability and the lidar data suggest that in 42% of the episodes the waves may have
begun, or be on the verge of, breaking.

1. Introduction

Temperature inversions routinely form during the night over land
when the surface of the earth cools faster than the air above it. Such
environments are statically stable arrangements of the lowest levels of
the atmosphere that resist the production of turbulence and support
vertical oscillations known as internal gravity waves (Fernando and
Weil, 2010; Sutherland, 2010; Nappo, 2012; Mahrt, 2014). Herein,
observations of organized groups of relatively clean1 internal gravity
waves in the very stable, nocturnal atmospheric boundary layer over a
(1.6 km)2 walnut orchard block in the Central Valley of California are
presented. The dataset is unique because of the simultaneous avail-
ability of wind velocity and air temperature measurements from mast-
mounted fast-response in situ sensors in the form of time-series at
multiple altitudes and 2D images of relative aerosol backscatter from a
ground-based scanning elastic lidar system. The use of both types of
data begin to reveal the 3D structure and motion of waves in the at-
mospheric roughness sublayer. The waves are significant because con-
tinued amplification will eventually result in unstable vertical

arrangements of the air that lead to breaking and episodes of turbulence
that are responsible for vertical fluxes of heat, momentum, and trace
gases (Fitzjarrald and Moore, 1990; Sun and Coauthors, 2015).

Waves over forest canopies are commonly referred to as canopy
waves because they result from the shear-induced inflection point in-
stability (Kundu et al., 2016) that the canopy induces on the mean
horizontal flow. Prior studies of canopy waves include those by Paw U
et al. (1992), Raupach et al. (1996), Lee et al. (1996), Lee (1997), Lee
et al. (1997), Lee and Barr (1998), Pulido and Chimonas (2001), Hu
et al. (2002), Finnigan et al. (2009), Gavrilov et al. (2011), and Belcher
et al. (2012). Very recent work includes Arnqvist et al. (2016) and
Bailey and Stoll (2016). The waves described herein likely correspond
to the waves shown in panels a and b of Fig. 14 in Finnigan et al.
(2009). That is, most of them appear to have an approximately sinu-
soidal shape in the direction of the mean flow such as shown in Fig. 14a
in Finnigan et al. (2009) and about 42% of the cases exhibit asymmetry
that is a characteristic of Kelvin-Helmholtz billows such as shown in
Fig. 14b in Finnigan et al. (2009). These phases of wave development
occur prior to the more developed turbulence that makes it difficult to
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recognize the turbulent coherent structures that occur after the waves
break as shown in Figs. 14c and 14d in Finnigan et al. (2009). However,
there is one important difference: the waves herein exist in stably
stratified environments whereas the work described by Finnigan et al.
(2009) is focused on neutral conditions. An excellent summary of in-
stabilities in stratified shear flows can be found in Lawrence et al.
(2013). Papers treating the details of internal wave mechanics include
Carpenter et al. (2013). Reviews of coherent eddy structure over plant
canopies can be found in Shaw et al. (2013) and Patton and Finnigan
(2013).

This paper is organized as follows. Section 2 describes the lidar
system that provided the 2D cross-sectional images of the waves. Sec-
tion 3 presents the experimental design. Section 4 explains why the
lidar is capable of observing the waves. Section 5 describes the data
analysis methods. Section 6 describes four episodes in depth. Section 7
describes the mean environmental conditions and wave characteristics
of all 53 episodes. Section 8 presents the conclusions. The primary goals
of the paper are to (1) document the experimental methods used to
observe the waves (in particular, use of elastic backscatter aerosol lidar)
and (2) describe the physical characteristics of the observed waves. It is
hoped that the former will facilitate improved observations of canopy
waves in future field experiments and the latter will aid the under-
standing of the transition of flows to turbulence in stably stratified
forest environments.

2. REAL

The Raman-shifted Eye-safe Aerosol Lidar (REAL) (Mayor and
Spuler, 2004; Spuler and Mayor, 2005; Mayor et al., 2007) is a ground-
based, scanning elastic backscatter lidar. It does not have the ability to
sense the wind-induced frequency shift of the backscattered laser ra-
diation as Doppler lidars do. The strength of the REAL is in its ability to
provide high-resolution images of elastic backscatter intensity. This is
accomplished by using short and energetic laser pulses, sensitive analog
direct detection, and 40-cm diameter receiving optics. Operation at the
infrared wavelength of 1.54-μm results in an invisible beam and strong
pulse energy while remaining eye-safe. Specifications of the lidar
system as configured for the experiment reported herein are listed in
Table 1 of Mayor et al. (2012).

The REAL operates at 10 Hz pulse repetition frequency and each
laser pulse is sufficiently energetic that useful backscatter intensity
signal can be detected to several kilometers range from individual
pulses. No averaging of the backscatter from multiple pulses is neces-
sary as is the case with micropulse lidars (Spinhirne, 1993; Mayor et al.,
2016). The data acquisition system samples the backscatter at 100-
million samples per second (MSPS) resulting in one data point every
1.5 m in range. The REAL data, like all scanning radar and lidar data,
are collected in a spherical coordinate system with coordinates of ele-
vation, azimuth, and range. As a result, the density of data points that
makes up a scan decrease with range. The REAL, like many lidars, uses
a beam steering unit (BSU, also known as a scanner) to collect either
nearly-horizontal or vertical atmospheric cross-sections referred to as
scans. The nearly-horizontal scans are known as plan position indicator or
PPI scans and the vertical scans are known as range height indicator or
RHI scans. The transmitted laser pulses are approximately 7 cm dia-
meter as they exit the scanner and increase to about 0.5 m diameter at
1.61 km range.

3. Experimental design

Deployment of the REAL was an appendix to the Canopy Horizontal
Array Turbulence Study (CHATS) (Patton and Coauthors, 2011; Dupont
and Patton, 2012a,b). The deployment was a pilot study aimed at de-
termining whether the lidar could detect turbulent coherent structure-
s—not waves and billows in strongly stably stratified conditions as
described herein. The main focus of CHATS was the operation of height-

adjustable horizontal arrays of sonic anemometers deployed in the
orchard. In addition, a 30-m tall instrumented tower (the Integrated
Surface Flux Facility, ISFF) was deployed nearby in the orchard to
provide vertical profiles of meteorological variables. The REAL was
located 1.61 km north of the 30-m tall tower (see Fig. 1). From this
distance, the lowest elevation angle for a PPI scan that could observe
the atmosphere over the orchard was about 0.2° above horizontal.
However, the REAL platform was precisely positioned in the east-west
direction so that the RHI scans would fall between a pair of rows of
trees adjacent to the ISFF. In this way, RHI scans could sample the at-
mosphere below the canopy top when the narrow region between the
rows of trees was clear of foliage.

The 10 Hz laser pulse rate of the REAL is not adjustable, but the
angular speed at which the scanner moves its mirrors is fully adjustable.
For CHATS, and subsequent experiments, experience shows that it
works best to scan at 4° s−1 in order to observe areas spanning several
square kilometers and complete the sector scans2 within 30 s. This scan
rate provides sufficient temporal coherence of turbulent aerosol fea-
tures in time-lapse animations of PPI scans to estimate wind vectors
objectively (Mayor et al., 2012). It is also convenient, if not intentional,
that the spacing between the radial arrays at 1.61 km range is about
10 m—and a good match for Cartesian grids with the same grid spacing
which is necessary for application of motion estimation algorithms.
However, identification of the wave episodes was based on visual in-
spection of filtered backscatter data rendered to images at 1.5 m range
increments. The high range resolution of the REAL, and images ren-
dered in the native polar coordinate system, improves one's ability to
identify these very fine scale waves.

Determining the true elevation angle of the lidar beam is important
in order to link the aerosol features in the lidar images with the in situ
data from the closest corresponding altitude on the tower. The location
of the tower in the PPI images can be easily determined by the occa-
sional hard target reflections that it causes. The hard target reflections
from the tower, however, are intermittent in time-lapse animations of
PPI scans because the laser pulses in one scan are not usually projected

Fig. 1. Plan view of the experimental area for the 2007 CHATS experiment. The REAL
was located 1.61 km directly north of the 30-m-tall NCAR ISFF tower. The analysis of
waves was limited to the 1 km2 square centered on the tower (outlined in white). Wide
and narrow PPI sector scan regions from the REAL are shaded in yellow. The orchard was
south of Sievers Road which is indicated by a horizontal dashed white line. (For inter-
pretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

2 A 60° sector scan with useful data from 500 m to 3 km range covers 4.6 square
kilometers.
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at the same azimuth angles in subsequent scans. For example, in one
scan, a laser pulse may strike a guy wire and on a subsequent scan, the
pulses may pass through the regions between the guy wires and the
central column of the tower.

The pointing azimuth and elevation of the REAL were initially cali-
brated by blocking the lidar's photodetector and executing a computer
program that directs the BSU to track the sun. The position of the sun in
the sky can be determined accurately and precisely based on position,
date, and time, and the sun can be considered a distance point source of
radiation that results in parallel visible rays streaming into the lidar re-
ceiver subsystem. Staff can adjust constants in the BSU sun tracking pro-
gram until they observe rays from the sun focused on the entrance aper-
ture to the blocked photodetector throughout an entire day. This
procedure was performed only at the beginning of the CHATS experiment.
Unfortunately, the subsequent trenching and flooding of a nearby agri-
cultural irrigation ditch placed one side of the lidar platform (a trailer with
two shipping containers) periodically on wet soil while the other side re-
mained on dry, firm ground. Because the instrument was remotely oper-
ated from Boulder, Colorado during most of the experiment, staff were not
always on site to know that conditions had changed. Staff from NCAR
periodically visited the REAL site, and on at least one occasion attempted
to level the platform. However, the attitude of the trailer was not mea-
sured and therefore the elevation angles recorded in the lidar data files are
only as accurate as the position of the trailer was relative to its initial
position. Tipping the trailer by 1 mm on one side results in a change of the
lidar beam at the range of the ISFF tower (1.61 km) by 0.5 m altitude.

In addition, the vertical gradient of air density has a small effect on
the trajectory of horizontally aimed laser pulses. This is due to the
vertical gradient in the optical refractive index. During neutral stability
conditions (i.e., the environmental lapse rate equals the dry adiabatic
lapse rate of 0.0098°C m−1), the atmosphere bends the lidar pulse's
propagation path down by about 3 cm over the first 1.61 km. In very
stable environments, like those supporting the canopy waves, the effect
is stronger. For an average lapse rate of about −0.10°C m−1, typical of
the conditions when the canopy waves were present, the propagation
path would be bent down by about 17 cm in the first 1.61 km. The
strongest temperature inversions3 during the canopy wave episodes
(about −0.26°C m−1) resulted in a downward deflection of about
37 cm over the first 1.61 km. That amount of deflection is larger than
the curvature of the earth (about 20 cm per 1.61 km). Therefore, the
influence of the vertical structure of the atmosphere on the altitude of
the lidar beam is small, but it does contribute to the uncertainty and
perhaps the large number of hard target reflections from tree-top fo-
liage that are observed in some of the PPI scans. (Please see Appendix A
for a description of how the deflections were calculated.)

As a result of the above issues, the altitude of the lidar beam at the
location of the ISFF tower was the largest uncertainty of the REAL data
set from CHATS. It is estimated, based on the lateral span of the re-
flections from the tower guy wires, that the majority of the PPI scans
collected during CHATS were between 18 and 20 m altitude at the
range of the ISFF tower. However, at times during the experiment, the
scans were much closer to the top of the canopy as evidenced by hard
target returns from the highest tree branches and leaves protruding into
the scan. Fig. 2 of Mayor et al. (2012) depicts a vertical cross section of
the ISFF tower and canopy and the altitudes of the in situ sensors and
laser pulses for a typical PPI scan at that range.

The deployment of REAL at CHATS took place between 15 March
through 11 June 2007 and resulted in more than 275,000 PPI and
150,000 RHI scans from over 1850 h (77 days) of nearly continuous
operation.4 A variety of lidar scan strategies were conducted during the

experiment. Since the primary goal was to observe fine-scale turbulent
coherent structures over the orchard, the lidar was often programmed
to make narrow (10°) RHI and PPI scans directly over the orchard.
However, because ideal conditions for the in situ component of the
experiment occurred only when the wind was from the south, wide-
angle (45–60°) RHI and PPI scans were collected at other times. In
many cases, RHI and PPI scans were collected in a continuously alter-
nating fashion so that time-lapse animations of both horizontal and
vertical atmospheric structure could be obtained simultaneously. In
addition to scanning, the beam was periodically pointed toward a po-
sition near the tower and held stationary for a period of a few minutes
to record fixed-beam data. Overall, the data set is unprecedented, but
changing scan strategies, and the slight uncertainty in the altitude of
the beam, complicate and limit the analysis.

4. Theory of aerosol lidar detection of canopy waves

The detection of canopy waves by the REAL was an unexpected
result of CHATS. Indeed, a very first consideration was that the parallel
bands in the images were an artifact induced by the instrument or data
processing and not the result of real fluid waves. The possibility that the
aerosol features were organized elsewhere and advected into the lidar's
field of regard was also considered. However, by inspecting the in situ
data from the ISFF, it became clear that the waves were real and a direct
result of the local dynamics. This evidence is presented in Section 6.

Why is the REAL capable of detecting canopy waves? The current
hypothesis is as follows: prior to sunset, during the usual sunny, fair-
weather conditions of this location, the static stability is close to neutral
and particulate matter is easily diffused in the lowest 30 m of the at-
mosphere (the range of altitudes sampled by the ISFF and REAL) by
turbulence. The sources of particulate matter detectable by the lidar for
this environment are numerous. They range from agricultural activities
in the orchard in which the ISFF tower is installed, to similar activities
from neighboring orchards and fields, to emissions from the nearby
town of Dixon and Interstate Highway 80 (3 km to the south). Common
events, such as trucks and tractors driving through the orchard (on a
typical dry day) result in very significant plumes of dust (and perhaps
engine exhaust) observable by the lidar at altitudes where the lidar was
routinely probing (about 10 m above the 10-m tall canopy). Almost any
orchard maintenance operation generates copious amounts of particu-
late matter. In addition, the trees themselves are a source of particulate
matter especially when blossoming (presumably pollen) and the wind is
sufficiently strong to raise the pollen or dust from the foliage.

As sunset approaches, the earth's surface cools faster than the air
above it, resulting in a temperature inversion that forms from the
ground up. Agricultural activity often occurs into the evening twilight
hours. The slow deepening of the nocturnal inversion traps particulate
matter into strata. Different sources of particulate matter for a given
altitude could lead to varying aerosol properties such as particle type,
concentration, or size distribution, and optical scattering character-
istics. Similarly, the atmospheric water vapor concentration may take
on a layered structure. Finally, as the lower layers become colder before
the upper layers, they tend to have the highest relative humidities.
Aerosol particles respond to the environmental relative humidity with
hygroscopic particles swelling (Pahlow and Coauthors, 2006). As a re-
sult of these processes, vertical gradients of aerosol backscatter in the
nocturnal surface layer over the orchard are found. Fig. 2A is an artist's
rendition of this situation.

As the night progresses, the stable stratification strengthens re-
sulting in frictional decoupling and the possibility of significant vertical
wind shear over relatively small (i.e., 10 m) distances. The shear can
induce wave motion as shown in Fig. 7.1.3 of Batchelor (1967). The
aerosol field is then displaced vertically by the shear-induced internal
gravity waves. The aerosol distribution that was horizontally invariant
prior to wave activity becomes corrugated and volumes of air that cause
high backscatter intensity are lifted by rising air and low backscatter

3 Based on temperature profiles that resulted from 5-min averages. Much stronger
temperature gradients are possible in the instantaneous profiles.

4 All of the images from the experiment, resulting time-lapse animations, and details of
all 53 episodes of canopy waves can be found in Supplementary material.
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intensity is moved down by sinking air in the wave train. Fig. 2B is an
artist's rendition of this state. The nearly-horizontally scanning lidar
beam will propagate through raised and lowered regions of the dis-
placed aerosol field resulting in a periodic backscatter field in which
each wave crest is homogeneous in scattering intensity (Fig. 2C).
Therefore, the lidar can reveal the wave activity through the aerosol
field. If the waves continue to amplify, their structure becomes asym-
metric as shown in Fig. 2D and 2E. That is, the more laminar flow on
the upwind side of the wave crest preserves a strong gradient of aerosol
backscatter as the beam traverses horizontally from the trough to the
crest. However, as the beam traverses from the crest to the trough,
turbulence associated with wave breaking increases the diffusion of the
aerosol and the lidar images reveal a smaller gradient of backscatter in
the region that is under and slightly downstream of the crest. This is
illustrated clearly in Fig. 8.2.i and 8.3.i of Scorer (1997).

In practice, pulse to pulse variations in transmitted laser energy
(and our inability to measure the energy with sufficient precision and
normalize backscatter data accordingly) result in such strong variations

in backscatter intensity that high-pass numerical filtering must be ap-
plied to the range-corrected backscatter intensity data in order to see
the waves as shown in Fig. 3. The numerical filtering used is high pass
median filtering and it is applied in the radial coordinate direction of
the polar lidar data. For this work, and for work with motion estimation
algorithms (Dérian et al., 2015; Hamada et al., 2016), a 333-point
window resulting in the removal of features that are larger than 250 m
in the radial direction was applied. If the proposed hypothesis is cor-
rect, the oscillations in backscatter intensity should be in phase with the
position of air parcels, and therefore 90° out of phase from the vertical
velocity.

The lidar images are uniquely capable of revealing the spatial
structure and, when the frame rate is high enough, the propagation
velocity of the waves. Some PPI images show what appear to be mer-
gers of the wave crests and may be observational confirmation of what
Thorpe (2002) refers to as knots. The weakness of the lidar data is the
lack of backscatter intensity calibration. It is not possible to assign
physical units to the backscatter intensity. For this reason, the color
bars on the lidar images shown herein are labeled “relative backscatter
intensity (dB)”. Subsequent experiments in Chico, California where the
REAL laser beam was held stationary near an in situ particle counter
indicate that, over short periods of time when the aerosol microphysical
characteristics (such as normalized particle size distribution, particle
type, etc.) are stationary, the relative backscatter intensity is most
strongly correlated with particle concentration (Held et al., 2012).

Given a single PPI scan, the wavelength and the orientation of the
wave crests can be determined through visual inspection. Given two
consecutive PPI scans, the horizontal displacement of a given wavecrest
can be measured if the time between scans is sufficiently small.
Dividing the displacement by the time between PPI scans results in
phase speed. The phase propagation direction was determined by
drawing a line normal to the crests and measuring the angle of the
normal line. With phase speed (vp) and wavelength (λ), the period (τ) of
the waves can be calculated through the relationship =τ λ v/ p. Hence,
using only lidar data, wave period as would be observed from a sta-
tionary point in space can be identified and compared with values de-
termined exclusively from time-series analysis of velocity and thermo-
dynamic data from tower-mounted in situ sensors.

5. Data analysis methodology

The time-lapse animations of the nearly-horizontal PPI scans were
carefully examined for the presence of fine-scale wave packets (Jachens
and Mayor, 2012). More precisely, a human watched time-lapse ani-
mations of all the high-pass median filtered PPI scans from CHATS and
noted when waves were apparent at the ISFF tower location. A wave
packet is distinct from other aerosol features observed in the lidar
images in that the linear bands of enhanced backscatter intensity tend
to be oriented perpendicular to the wind direction and the phase pro-
pagation direction. Furthermore, they appear to have a high degree of
spatial and temporal coherence compared to plumes and wind parallel
streaks sometimes observed during periods of turbulent flow. For a
wave packet to be included as an episode in this study, it must have
passed through the location of the ISFF tower and existed longer than
one minute. Subjective judgments of the coherence of the wave packets
were based on the clear identification of crests and troughs and
movement together as a group. Following these requirements, 52 wave
episodes were identified from the 3-month data set. Episodes range in
time from a few minutes to more than 1 h in duration. A fifty-third case
was identified from the careful inspection of RHI scans.

To focus the analyses and extract the salient features of the en-
vironment supporting the wave activity, a 5-min period of time per
episode corresponding to when the waves appeared most pronounced
in the lidar imagery was chosen. Those lidar images were carefully
examined to determine wavelength and wave crest orientation. The
extraction of quantitative wave properties was done by projecting the 1-

Fig. 2. Artist's rendition of aerosol scattering in vertical and horizontal cross sections of
the lower atmosphere that explain why an elastic backscatter lidar may be capable of
detecting canopy waves and the asymmetric structure of wave crests that is observable
when wave breaking has started, or is about to start. Panel A corresponds to the early
evening hours prior to the onset of waves. Panel B shows sinusoidal waves. Panel C shows
homogeneous bands that would result from a horizontal scan at the altitude of the red line
in Panel B. Panel D shows the most advanced stage of wave development where the wave
crests have started, or are on the verge of, breaking. Panel E shows the asymmetric bands
that would result from a horizontal scan at the altitude of the red line in Panel D. (For
interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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square kilometer area of the lidar image surrounding the ISFF tower
onto a dry erase board and tracing the wave crests manually with a pen.
This resulted in a projected area of 56.5 cm × 56.5 cm. Therefore, a
100 m aerosol feature in the lidar image would appear as a 5.6 cm
feature on the board and would be clearly identifiable. Because the
waves were distributed across the area, and the wavelength often
varied slightly in space, we strove to note the wavelength at wherever
they were closest to the tower. In many cases clearly identifiable waves
surrounded the tower, but in some cases it was easier to analyze the
waves up to 100 or 200 m distance from the tower due to better co-
herence at that location. The orientation was determined by using a
protractor and measuring the angle between true north and a wave
crest in a clockwise fashion. For example, wave crests that ran from the
northwest to the southeast (or vice versa) would correspond to 135°.
East-west oriented waves correspond to 90°.

In addition to noting the wavelength and orientation, individual
wave crests were tracked in order to determine the propagation velocity
which is composed of a phase speed and phase propagation direction. In
13 of the 53 cases, it was not possible to obtain phase velocity due to
the slow update rate of the PPI scans. For the other 40 cases, an attempt

was made to track wave crests that passed through the ISFF tower lo-
cation, but sometimes crests were tracked as far as a couple hundred
meters away for clarity. It was possible in most cases to track a good
wave crest over horizontal displacements of 100 m or more and span-
ning several frames over a couple minutes in time. The displacement of
a crest divided by the time between frames provided the phase speed.
The direction of the propagation was normal to the wave crest and
recorded in the same fashion as wind direction: the direction from
which the wave propagated. For example, a wave propagating from the
southwest would have a 225° propagation direction. It is also possible
to determine wavelength and propagation velocity objectively by ap-
plying algorithms to the lidar images. As shown by Randall (2015), an
autocorrelation function of the filtered backscatter data in the vicinity
of the tower can provide wavelength. A cross-correlation function
computed from pairs of consecutive images can reveal the phase speed.
The wave characteristics obtained from the lidar data and reported
herein resulted from subjective analysis.

Next, wave period and wave amplitude were subjectively and ob-
jectively determined from the in situ data. Subjective determination
was based on visual inspection of the time-series data and noting the

Fig. 3. High-pass median filtered elastic backscatter intensity from a single 60° wide PPI scan during wave episode number 34 on 14 May 2007 at 09:06 UTC. The scan took about 15 s to
collect and is the result of about 150 laser pulses. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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time between the most apparent crests and the maximum vertical ve-
locity in those waves. Objective determination of the period was based
on the calculation of power spectra. The average temperature and wind
profile for the corresponding 5 min was also calculated. From these,
buoyancy and wind shear were calculated. The gradient Richardson
number, the ratio of static stability to vertical wind shear, was also
calculated to determine if the shear was sufficiently large to overcome
the stability and excite wave activity. Table 1 lists the dates, times, and
main characteristics of the waves and their environments for all epi-
sodes.

6. Case studies

6.1. Episode 34: 14 May 2007

This episode is presented first because the waves may be the most
pronounced of the 53 cases, especially in the in situ data. This case also
had the longest duration at 1 h 11 min (08:00:34–09:11:11 UTC) cor-
responding to a period approximately 4–5 h after sunset. During this
time the lidar was programmed to alternate between RHI and PPI scans
and therefore the temporal resolution of the horizontal image sequence
was poorer relative to some of the other cases. Like most of the other
cases, the waves do not appear in the RHI scans because only two laser

Table 1
All episodes of canopy waves observed during the 2007 CHATS experiment in Dixon, CA. Δt is the time between lidar scans. λ is the wavelength. V is the wave propagation velocity (speed
and direction). Pl is the wave period deduced from the lidar data. Pw is the wave period observed in the sonic anemometer vertical velocity time series data. δw is vertical velocity
amplitude. δT is the temperature amplitude. ΓE is the environmental lapse rate. Vs is the environmental wind shear. Lapse rate and shear were based on in situ data taken at 9 m and 11 m
AGL.

# Date Time range (UTC) Lidar In situ

Δt (s) λ (m) V (m s−1, °) Pl (s) Pw (s) δw (m s−1) δT (°C) ΓE (K m−1) Vs (m s−1)

1 19 March 12:25:25–12:28:17 17 60 1.1, 205 55 65 0.3 0.8 −0.03 0.21
2 21 March 06:52:45–06:57:56 17 60 1.2, 125 52 40 0.2 0.5 −0.01 0.17
3 21 March 07:06:41–07:11:24 17 50 1.1, 150 44 55 0.2 0.6 −0.02 0.20
4 23 March 05:22:39–05:29:34 17 75 0.5, 300 138 – – – −0.21 0.29
5 24 March 05:44:40–05:49:17 17 80 1.4, 240 58 85 0.6 1.3 −0.00 0.21
6 26 March 10:01:43–10:04:18 17 60 1.5, 235 40 30 0.5 0.9 −0.10 0.22
7 30 March 06:45:10–06:52:29 17 50 0.9, 227 53 50 0.3 0.9 −0.05 0.18
8 06 April 12:59:18–13:01:36 17 40 0.9, 55 43 55 0.4 0.6 −0.06 0.18
9 19 April 05:40:21–05:55:35 27 40 1.1, 215 36 50 0.4 0.7 −0.19 0.24
10 19 April 06:13:40–06:17:38 17 45 1.4, 205 33 25 0.4 1.0 −0.11 0.37
11 24 April 13:00:22–13:02:11 11 30 0.7, 312 41 25 0.2 0.3 −0.23 0.15
12 24 April 13:11:01–13:24:21 11 50 1.1, 295 44 – – – −0.02 0.17
13 25 April 10:17:23–10:27:58 30 50 – – 40 0.4 0.8 −0.13 0.41
14 25 April 13:41:09–13:53:46 11 40 – – 40 0.3 0.9 −0.09 0.23
15 26 April 07:01:32–07:24:14 30 35 – – 45 0.2 0.6 −0.26 0.28
16 26 April 08:02:47–08:22:58 30 40 – – 35 0.3 0.7 −0.08 0.24
17 26 April 08:39:06–08:56:45 30 40 – – – – – −0.20 0.19
18 27 April 06:34:22–06:42:26 30 80 1.6, 227 49 45 0.5 1.0 −0.11 0.31
19 27 April 07:51:15–08:06:53 30 50 1.3, 215 40 30 0.4 1.4 −0.15 0.26
20 27 April 10:44:46–10:48:18 30 60 – – 25 0.3 0.9 −0.14 0.30
21 27 April 12:47:37–12:50:39 30 50 0.8, 237 61 30 0.3 0.8 −0.18 0.12
22 27 April 13:51:54–14:05:01 30 35 – – 35 0.3 0.8 −0.09 0.24
23 30 April 09:39:55–09:52:01 30 80 0.7, 205 110 30 0.2 – −0.22 0.17
24 30 April 10:31:51–10:56:04 30 65 1.0, 185 66 40 0.3 0.8 −0.14 0.37
25 30 April 12:35:57–12:51:35 30 40 – – 40 0.5 0.9 −0.01 0.27
26 05 May 05:23:17–05:47:07 17 100 2.0, 235 51 55 0.4 1.0 −0.06 0.32
27 08 May 08:04:25–08:09:28 30 60 1.3, 210 46 55 0.5 1.7 −0.13 0.39
28 11 May 10:03:32–10:10:05 30 90 1.3, 180 68 55 0.4 0.6 −0.13 0.36
29 11 May 11:08:49–11:13:21 30 40 – – 60 0.4 0.5 −0.05 0.13
30 11 May 12:00:15–12:05:06 30 60 1.5, 380 40 55 0.3 0.7 −0.07 0.28
31 11 May 13:23:46–13:30:19 30 30 – – 45 0.3 0.5 −0.18 0.15
32 11 May 13:43:10–13:49:13 30 30 – – 40 0.3 0.5 −0.01 0.13
33 13 May 08:56:27–09:03:00 30 50 0.8, 310 60 65 0.3 – −0.05 0.15
34 14 May 08:00:34–09:11:11 30 60 1.3, 215 45 35 0.5 2.0 −0.08 0.29
35 14 May 13:17:07–13:20:39 30 30 – – 45 0.3 0.9 −0.20 0.22
36 24 May 11:38:40–11:43:56 11 95 1.7, 150 57 60 0.3 0.8 −0.21 0.28
37 25 May 10:50:31–10:57:03 11 30 0.9, 150 33 45 0.2 0.7 −0.14 0.25
38 26 May 12:55:15–13:09:24 17 55 1.0, 210 58 60 0.3 0.7 −0.02 0.20
39 28 May 13:24:22–13:40:12 17 45 0.6, 313 75 60 0.3 – −0.06 0.11
40 02 June 10:33:34–10:39:44 11 60 1.0, 210 59 30 0.4 0.7 −0.03 0.24
41 03 June 09:49:28–09:52:44 11 30 0.9, 195 33 40 0.3 – −0.02 0.23
42 03 June 13:23:51–13:26:09 17 55 0.5, 230 111 100 0.3 0.8 −0.01 0.14
43 08 June 09:11:15–09:14:47 30 60 1.3, 155 46 35 0.3 1.2 −0.11 0.33
44 08 June 11:25:12–11:42:04 30 70 1.7, 220 42 45 0.4 0.7 −0.06 0.24
45 08 June 11:54:10–12:01:44 30 80 1.4, 200 58 65 0.3 0.8 −0.13 0.23
46 08 June 13:05:19–13:15:24 30 60 1.1, 233 54 40 0.3 0.8 −0.07 0.24
47 08 June 13:17:55–13:24:28 30 80 1.3, 237 61 30 0.3 0.8 −0.05 0.23
48 09 June 10:06:18–10:20:25 30 60 1.0, 140 60 60 0.4 0.7 −0.15 0.35
49 09 June 10:39:35–11:12:24 30 70 1.1, 115 65 50 0.4 0.6 −0.01 0.17
50 09 June 13:10:12–13:18:47 30 40 0.9, 215 45 60 0.2 0.4 −0.31 0.23
51 10 June 10:50:06–11:21:50 11 50 1.0, 233 50 50 0.4 1.3 −0.05 0.29
52 11 June 09:41:55–10:37:07 30 40 1.0, 245 40 35 0.3 0.8 −0.12 0.21
53 31 March 07:31:00–07:39:00 – – – – – 0.4 2.2 −0.18 0.24
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pulses were projected at altitudes below the top of the tower.5 PPI scans
were repeated every 30.3 s. Each PPI scan covered 60° of azimuth at a
recorded elevation angle of 0.20° (see Fig. 3.) A time-lapse animation of
the PPI scans from this episode is available in Supplementary material.

Within the 1 h 11 min episode, a five minute period of time is focused
upon when the waves were the most pronounced in the lidar and in situ
data: 9:04 to 9:09 UTC. Fig. 4 shows a 1 km by 1 km subset of one scan
centered on the ISFF tower at 9:06:38 UTC. In this image, approximately
15 parallel bands of enhanced backscatter with a wavelength of about
60 m can be identified. The lidar scan is estimated to be about 18 m AGL
in the vicinity of the tower in this case. The waves in this episode were
oriented toward 120° azimuth and they propagated from 210° azimuth. By
tracking a wave crest for 80 m of displacement over 60 s of time, it was
determined that the wave propagation speed was 1.3 m s−1. The waves
exist up to the edge of the forest canopy at about 1.4 km range from the
lidar but do not appear to be present in the area absent of trees that is
north and downstream of the orchard. The very bright streaks and sha-
dows starting at about 1.5 km range on the left side of the image are the
result of hard target reflections from a cluster of taller trees near a group of
farm buildings. During this episode, the atmosphere between the top of the
canopy (at 10 m AGL) and the top of the tower (at 29 m AGL) was stati-
cally stable with an average lapse rate of −0.275 K m−1 and a mean
temperature of 15.4°C at 18 m, the estimated height of the lidar scan at the
range of the tower. This lapse rate corresponds to a Brunt-Väisälä fre-
quency of 0.097 Hz and a period of 10.3 s.

Oscillations are present in the in situ time series data (see Fig. 5) and
appear to be quite vertically coherent from within the canopy (< 10 m)
to the top of the tower (29 m). Fig. 5 also reveals that the oscillations
have a decreasing amplitude with increasing distance from 18 m AGL
suggesting they are evanescent. From the sonic anemometer data, the
waves have a vertical velocity (w) amplitude6 of approximately
0.5 m s−1 and a period of approximately 40 s. If the wave train is as-
sumed to be sinusoidal in shape with a maximum vertical velocity of
0.50 m s−1, integration of vertical velocity from 0 to 10 s (one quarter
of a 40 s wave cycle) results in a positive vertical displacement of 3.2 m.
Therefore, the altitude range of an otherwise horizontal atmospheric
layer at 18 m AGL in this wave train would undulate between 14.8 and
21.3 m AGL. Time series data of temperature (T) also exhibit oscilla-
tions with a period of 40 s and an amplitude as much as 3°C at 18 m (see
Fig. 6). These two variables (w and T) oscillated with a 90° phase dif-
ference and support the notion that, unlike turbulence, waves do not
result in vertical temperature flux (Stull, 1988). However, there is no
phase shift between vertical velocity and relative humidity oscillations
(not shown) at 18 m that change by as much as 3.6% from maxima to
minima with a mean of 65%.

The mean wind during this period was from the south at altitudes
below the canopy and it increased in speed and veered from 10 m to
29 m AGL (see Fig. 7). Oscillations are present in the horizontal velo-
cities in both speed and direction and a 90° phase shift is also apparent
between vertical and horizontal wind speeds. Oscillations in both
magnitude and direction are present at the same period as the oscilla-
tions in the vertical velocity and temperature. To identify the altitude of
maximum wave amplitude, the standard deviation of vertical velocity
was calculated at each height. The fluctuations due to wave motion are
assumed to be the greatest contributor to the standard deviation and
that contributions from turbulence are relatively small. Therefore, the
height with the highest standard deviation is the height with the
greatest wave amplitude. In this episode, that height is 18 m but the
amplitude at the 14 m altitude is almost equal. Since 18 m is also the
height that is closest to the lidar scan plane, it may explain why this
case exhibits such intense crests of enhanced backscatter relative to
some of the other cases.

6.2. Episode 11: 24 April 2007

This episode was selected for exposition mainly because the waves
had the shortest wavelength (30 m) of any in the 53 cases (5 of the 53
cases had this same short wavelength) and propagated from the
northwest. This is noteworthy because flow from the NW experiences a
relatively short fetch (about 70 m) over the canopy prior to reaching
the tower and the PPI scans suggest that the waves form approximately
within 50 m of the edge of the canopy. Wave crests begin to emerge in
the lidar PPI scans between 12:58 and 12:59 UTC and are very pro-
nounced in the last frame of this sequence at 13:02:11 UTC. During this
time, the REAL was collecting narrow (10° in azimuthal range) PPI
sector scans (as shown in Fig. 8) with an update every 11 s. Given the

Fig. 4. High-pass median filtered elastic backscatter intensity from a single PPI scan over
a 1 km2 region surrounding the 30-m tower for the wave episode 34 on 14 May 2007 at
09:06 UTC. The region shown is indicated by a white square in Fig. 1. Sievers Road runs
east-west at 1.45 km south of the REAL. The bright streaks on the left side of the image
were caused by tall trees near a group of farm buildings. Approximately 15 wave crests
(green bands) can be identified over the orchard. Each wave crest in this episode does not
exhibit the asymmetry show in Fig. 2e. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Time series of vertical velocity from 13 tower-mounted sonic anemometers during
wave episode 34 that occurred on 14 May. Data from each height is plotted simulta-
neously with the length of each bar indicating the magnitude of the vertical velocity.
Upward motions are in red and downward are in blue for clarity. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of
this article.)

5 The RHI scans typically ranged from near 0° to 35° elevation.
6 The amplitude is defined as the maximum deviation from the mean.
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laser pulse rate of 10 Hz, and the azimuthal scan rate of 0.925° s−1, the
distance between the lidar radial backscatter arrays at the range of the
ISFF tower was about 2.6 m during this time—about 5 times more re-
solution in that dimension than the PPI data in the previous case. The
presence of numerous hard targets shown in Fig. 8 indicates that the
scan was lower in altitude than in many other episodes. For example,
the white area in the upper left at about 1470 m south of the lidar was
caused by the scan intersecting the east-west oriented power lines
running along Sievers Road just north of the orchard. Random hard
targets south of the power lines, mostly on the west side of the image
are likely from the tops of orchard foliage. The short east-west oriented
hard target at 1730 m range is the horizontal array structure. The 30 m
tower was located directly in the center of the image at 1610 m range
and a hard target reflection from it is also evident. A time-lapse ani-
mation of the PPI scans from this episode is available in Supplementary

material. Oscillations in the vertical velocity traces from sonic anem-
ometers (not shown) are not as coherent as in the previously presented
case, and the data suggest that the variability may be more the result of
turbulence, especially below 18 m AGL.

The set of narrow PPI scans as described above occurred as part of a
repeating sequence of changing scan parameters that was executed to
observe structure and motion on both nearly-horizontal and vertical
cross-sections and over a range of spatial scales that is broader than
what can be sampled by a REAL that is programmed to repeat one scan
continuously. For example, it is very desirable to have both PPI scans to
observe horizontal structure and RHI scans to observe vertical struc-
ture. It is also desirable to have narrow scans with high angular re-
solution and short update intervals that resolve fine-scale features and
wide scans that provide a broader perspective of the region beyond the
perimeter of the orchard. Therefore, the REAL was programmed to
collect a repeating sequence of wide PPI, RHI, narrow PPI, RHI, etc., in
an effort to satisfy all of these competing wishes. This episode is an
example of when the narrow PPI scans revealed structure that would
have been barely perceptible in the coarser wide PPI scans and it also
showed the value of having RHI scans.

Just prior to the narrow PPI scans as shown in Fig. 8, the REAL was
collecting RHI scans. After the identification of this episode in the PPI
scans, the RHI scans were carefully examined for evidence of waves.
Fig. 9 reveals periodic structures between approximately 30 and 50 m
AGL. The structures, that resemble billows, are on a vertical gradient of
aerosol backscatter and have a spacing, or wavelength, of about 100 m.
It is interesting that they exist above the altitude of the PPI scan plane
(that is closer to 10 m AGL in the narrow scans and 20 m AGL in the
wide scans) and begin at 1.35 km range—north of the Sievers Road and
the Cilker orchard and over short crops. It is also noteworthy that these
waves tilt toward the south. Based on the wavelength, altitude, and
location north of the road, it appears that the billows in the RHI scans
are not a result of the orchard imparting an inflection point instability
on the flow and are different from the waves in the PPI scans in Fig. 8.
From 13:02 until 13:11, the lidar collected RHI scans again, but wave
activity was not apparent at the canopy top, although there is evidence
of billow-like structures north of the orchard at higher altitudes

Fig. 6. Time series of air temperature from 13 tower-mounted sensors during wave epi-
sode 34 on 14 May 2007. Bars above each horizontal line indicate positive temperature
perturbations and bars below the horizontal lines represent negative temperature per-
turbations. The bars are color coded according to the corresponding direction of vertical
velocity shown in Fig. 5: red indicates upward motion and blue indicates downward
motion. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Fig. 7. Time series of horizontal wind vectors from sonic anemometer data for wave
episode 34 on 14 May 2007. A vector pointing up would represent flow from the south. A
vector pointing to the right would represent flow from the west. The vectors are color
coded according to the corresponding direction of vertical velocity shown in Fig. 5: red
indicates upward motion and blue indicates downward motion. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 8. High-pass median filtered elastic backscatter image over a 400 m × 400 m area
centered on the ISFF tower for wave episode 11 on 24 April 2007 at 13:01 UTC. 6–8 wave
crests (light blue to somewhat green ridges) are apparent at this time. The wind direction
was from the northwest. The waves propagated from the northwest to the southeast.
Some of the wave crests in this image exhibit the asymmetry shown in Fig. 2E. (For
interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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(40–60 m AGL) and south of 2.25 km range between 20 and 40 m AGL.
After 13:11, the lidar collected wide PPIs resulting in coarse resolution
that made the waves more difficult to discern in the images.

6.3. Episode 36: 24 May 2007

This episode, with a duration of about 5 min 16 s, was chosen for
exposition because the wavelength of the waves was among the longest
of the 53 cases: about 95 m. The data analysis was focused on a 131 s
period of time between 11:39:35 and 11:41:46 UTC. It appears the
height of the PPI scan was close to the top of the canopy as numerous
hard targets are apparent. In fact, hard target reflections are apparent
from the power lines at 1.475 km range (western side of the sector scan)
and there is also hard target evidence of the horizontal array structure
at 1.73 km range. The lidar scan strategy was the same as in the pre-
vious case: narrow (10°) sector scans at an azimuthal scan rate of
slightly less than 1° s−1 (see Fig. 10). The wave crests were oriented
toward 50°. The wind and the waves propagated from the SE to the NW
at 1.7 m s−1. Given the wavelength and phase speed obtained from the
lidar data, the wave period should be about 57 s. Based on the lapse rate
the Brunt-Väisälä period is about 15 s. Notice the sharper gradient in
aerosol backscatter intensity on the upwind side of each wave crest.
This characteristic was observed in 22 of the 53 episodes and it is hy-
pothesized to result from the asymmetry of the waves when they begin
to break with more laminar flow on the upwind side of each crest and
turbulence occurring on the downstream side of each crest that results
in diffusion of the aerosol backscatter gradient (see Section 4 and
Fig. 2D and E). A time-lapse animation of the PPI scans from this epi-
sode is available in Supplementary material. Coherent oscillations in
the in situ data at the altitude closest to the lidar scan are not as ap-
parent. In fact, the vertical velocity trace at 14 m AGL (not shown)
appears to be rather turbulent. However, there is evidence of waves
with periods of approximately 1 min above this altitude and waves with
periods of about 30 s below this altitude. The vertical velocity ampli-
tude is about 0.5 m s−1 and the amplitude of temperature perturbations
is about 1.4°C.

6.4. Case 53: 31 March 2007

Unlike the others, this episode was discovered by careful inspection
of the RHI scans long after the other 52 cases had been identified.
Fig. 11 shows one RHI scan at 7:36:12 UTC that reveals at least 6 bil-
lows (perhaps as many as 9) in the bottom 30-m of the image. The peak
altitude of the tallest billow in the series at this time is located at the

range of the ISFF tower (1.6 km) and is about 35 m. (Recall, the top
ISFF anemometer was at 29 m AGL.) The billow structures are tilted
toward the south (to the right in the image) with increasing altitude and
show a larger gradient in backscatter intensity on the northern side of
each billow. This is consistent with the asymmetric structure observed
in the PPI scans in episode 36. These billows appear to be on the verge
of breaking as high backscatter intensity pixels (light blue) are directly
above low backscatter intensity pixels (purple). The spacing of the
billows is approximately 100 m in the north-south direction of this scan.
The PPI scans closest to this time (7:39:31 UTC) reveal very faint wave
structures oriented 45° with wavelengths of approximately 100 to
150 m and propagating from the NW to the SE. This would be consistent
with billows spaced between 70 and 105 m in the RHI scans. A time-
lapse animation of the RHI scans from this episode is available in
Supplementary material. Retrieval and plotting of the in situ data from
near this time confirm the presence of waves that have a period of about

Fig. 9. One RHI scan at 12:52:42 just prior to episode 11 on 24 April 2007. The top panel
shows range-corrected backscatter intensity without high-pass median filtering. The
bottom panel shows the same data as the top panel, except with a 333-point (500 m) high-
pass median filter applied in the radial dimension. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. A 400 m by 600 m area from a 10° wide PPI scan from episode 36 on 24 May
2007 at 11:41 UTC. The wind was from the SE during this episode and the wavelength
was the longest at 95 m. The white pixels are the result of hard target returns. Notice the
large gradient in backscatter intensity on the upwind side of each wave crest. The image
reveals the asymmetry shown in Fig. 2e. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Fig. 11. One lidar RHI scan from episode 53 on 31 March 2007 at 07:36 UTC. The vertical
altitude scale is expanded relative to the horizontal distance scale in order to see the
features in this 40 m thick layer. The billows tilt downstream (to the right) and each
billow presents a sharper gradient of aerosol backscatter on the upwind side. (For in-
terpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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135 s and a maximum vertical velocity amplitude of about 0.3 m s−1 at
7:36 UTC.

7. Summary of results from all cases

7.1. Environmental conditions

All of the wave episodes occurred during the night, when tem-
perature inversions and relatively light winds were present. Figs. 12,
13, and 14 show the mean virtual temperature, relative humidity, and
density profiles for all 53 episodes. Vertical profiles of mean horizontal
wind speed, shear, and concavity for the 5-min focus periods in all 53
episodes are shown in Fig. 15. The overall mean wind speed profile
(solid red line in the left panel of Fig. 15) has a minimum of 0.18 m s−1

at 4.5 m AGL and a maximum of 2.4 m s−1 at 29 m AGL. The maximum
mean wind speed for any of the 53 cases is 4.16 m s−1. The overall
mean wind speed profile provides evidence that the canopy imparts
drag on the mean flow and reduces the mean wind speed in the altitude
range of the canopy. By taking the derivative of the wind speed profiles
with respect to altitude, the wind shear was calculated. The middle
panel in Fig. 15 shows the shear profiles for all 53 episodes and the
overall mean shear profile (solid red line). A clear maximum in shear of
0.25 s−1 occurs at 10.5 m AGL which corresponds to the center of the

layer between the anemometers installed at 10 and 11 m AGL. Finally,
the right panel in Fig. 15 quantifies what is visually apparent in the first
panel: a change in the sign of concavity and the existence of an in-
flection point in the wind profiles. The values of concavity below 10 m
AGL tend to be positive and the values of concavity above 10 m AGL
tend to be negative. These data are consistent with the prevailing
theory that the waves are generated by inflection point instability.

The thermodynamic and wind shear data are used to compute the
gradient Richardson number (Ri) for each of the 53 episodes and are
plotted in Fig. 16. The gradient Richardson number is defined as
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where Tv is the virtual temperature, θv is the mean virtual potential
temperature, and u and v are the mean wind components. In this work,
mean thermodynamic and velocity data over the 5-min periods of time
when the waves were most pronounced were used to calculate Ri. The
partial derivatives in Eq. (1) were replaced with finite differences by
using changes in measurements over corresponding distances between
adjacent pairs of sensors on the ISFF tower. Tv was substituted for θv
because the pressure changes between the sensor altitudes and the re-
ference pressure of 1000 hPa in the equation for potential temperature
were small (< 2%). The profiles of Ri for each episode show con-
siderable scatter above and below the canopy height of 10 m, but are
strongly clustered between 0 and 0.15 in the range of altitudes between
8 and 13 m AGL. This cluster of values at the canopy top is less than the
critical Richardson number of 0.25 thereby indicating this region is
dynamically unstable and prone to the generation of instability re-
sulting in waves or turbulence. The Ri is notoriously noisy and may not
be representative of the flow in certain situations (Grachev et al., 2012).
For more on the subject of Ri as a function of scale, the reader is re-
ferred to Mahrt (2007), Balsley et al. (2008), Grachev et al. (2013), and
Babić et al. (2016).

7.2. Wave characteristics

In an attempt to distinguish whether the waves are Kelvin-
Helmholtz or Holmboe type, profiles of shear and buoyancy were cal-
culated following several other investigations of shear-driven waves in
stratified fluids (Smyth and Winters, 2003; Smyth, 2006, 2007).
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Fig. 12. Mean virtual temperature profiles for all episodes with the 4 described in Section
6 highlighted in color. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Fig. 13. Mean relative humidity profiles for all episodes.

Fig. 14. Mean air density profiles for all episodes.
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In Eq. (2), g is the acceleration due to gravity, ρ is air density, and ρ0 is a
characteristic density for each episode, set to the mean density at 10 m
AGL. Appendix B describes how in situ observations from the ISFF
tower sensors were used to calculate profiles of density and buoyancy.
The mean buoyancy profile, relative to displacements from 10 m AGL,
for all 53 episodes is shown in red in Fig. 17. Unlike two-layer fluid
systems where the mean speed and density of each layer is clearly
identifiable in vertical profiles, the mean wind speed and buoyancy
profiles that support the canopy waves change continuously over the
range of observed altitudes. It is not possible to identify two distinct
layers of constant velocity and density with a transition zone in be-
tween over which buoyancy (or density) and velocity change. There-
fore, this test is inconclusive in determining whether the waves are
likely to be Kelvin-Helmholtz in nature rather than the Holmboe waves
that arise when the buoyancy (or density) gradient is more compressed

than the shear layer in two-layer fluids.
The most interesting quantitative result is that the waves propagate

in the same direction as the wind but at phase speeds less than the mean
wind speed (Figs. 18 and 19 ). This is based on following wave crests in
the PPI scans and averaging the sonic anemometer velocity data at the
altitude closest to the estimated altitude of the PPI scan at the range of
the tower. Fig. 18 suggests that phase speed increases at about half the
rate of the mean wind speed. The results are different from those
published by Lee and Barr (1998) that show wave phase speed in-
creasing proportionally with wind speed based on in situ data collected
during BOREAS. In that study, wave phase velocity was calculated by
applying a method described by Rees and Mobbs (1988) to data ob-
tained from sensors on three towers spaced between 66 and 150 m from
each other.

The wave period calculated from the lidar data and the period de-
termined from the in situ data are not correlated. This is attributed to
uncertainty in estimating wave period during such dynamic conditions.
Both methods yield values ranging from 30 s to almost 2 min. But, on a
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Fig. 15. Vertical profiles of mean horizontal wind speed (left), wind shear (middle), and concavity (right) for all episodes. The solid red line represents the mean of all episodes. The blue
dashed line indicates the altitude of the top of the canopy. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 16. Gradient Richardson number as a function of altitude for all the wave episodes.
Black vertical lines as symbols represent the gradient Richardson numbers for each epi-
sode. Red squares represent the mean of all episodes at each level. Red error bars re-
present one standard deviation on each side of the mean. The vertical blue dashed line at
0.25 marks the critical Richardson number. The horizontal blue dashed line at 10 m AGL
marks the canopy top. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Fig. 17. Profiles of mean wind speed (blue) and buoyancy (red) as determined from the in
situ data for all episodes. (For interpretation of the references to color in this figure le-
gend, the reader is referred to the web version of this article.)
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case-to-case basis, little to no correlation was found. The Brunt-Väisälä
frequency and its reciprocal, the Brunt-Väisälä period, were calculated
for each episode based on the mean lapse rate. The observed wave
periods are consistently larger than the Brunt-Väisälä periods of which
a majority ranged between 10 and 20 s. This is attributed to the fact

that the canopy waves exist in an environment with wind shear which is
not accounted for in measures of static stability such as the Brunt-
Väisälä period.

Based on the experimental work by Held et al. (2012), changes in
aerosol properties between the wave troughs and the crests can be es-
timated. The changes in observed aerosol scattering may be related to
changes in particle concentration (associated with the vertical dis-
placement of atmospheric layers) or to changes in the particle size
distribution (as a result of changes in relative humidity as the air par-
cels ascend and decend), or both. Most of the episodes reveal a 1–2 dB
change in backscatter intensity that corresponds to changes in con-
centration of 5–10 particles cm−3 (in the optical diameter range of
0.6–17 μm), or aerosol volume of 10–20 μm−3 cm−3, or surface area of
8.5–17 μm2 cm−3, or scattering coefficient of 20–40 m−1. These values
are found in Fig. 3 of the poster by Held et al. (2012).

In 22 of the 53 cases, asymmetry in the wave structure is apparent in
the lidar data. That is, a sharper gradient of aerosol backscatter exists
on the upwind side of the wave crest. The few RHI scans of waves that
are available appear to show the wave crests tilted downwind with
increasing altitude. This suggests that a majority of the cases (which do
not show asymmetry in the PPI scans) are not close to breaking, but a
significant number of cases are.

Perhaps the most intriguing aspect of the observations is the di-
versity of wavelengths (30–100 m) among all the episodes. Within a
given episode, and at any given time, a small amount of spatial varia-
bility of wavelength may be noticed (for example, perhaps 10% or 20%
of the mean wavelength). However, systematic changes in the wave-
length in any given PPI scan were not apparent although a compre-
hensive analysis activity was not conducted to confirm this. In com-
parison, it has been suggested that canopy eddies during neutral
conditions may grow in size and increase in spacing like those produced
by a plane mixing layer (Raupach et al., 1996; Brown and Roshko,
1974). A spatial evolution of the wave characteristics across the orchard
during these very stable conditions is not obvious in the lidar data.
There is a strong correlation of waves over the canopy and not over the
field without trees that is north of the orchard and Sievers Road. All of
the wavelengths are longer than the altitudes at which they occur
(< 29 m). Finally, temporal evolution of the waves is quite apparent:
the lidar animations show that a field of waves may appear and dis-
appear suddenly (within minutes). The episodes that form or dissipate
quickly are likely to be related to sudden changes in the mean wind
field and the concomitant changes in profiles of vertical shear. Such
wind shifts are a documented feature of weak-wind nocturnal boundary
layers (Mahrt, 2008, 2011) and they are also apparent in the time-lapse
animations of REAL data from CHATS.

8. Conclusions

All of the evidence presented (with the exception of the lack of
correlation in wave period deduced from the lidar data and the wave
periods obtained through time-series analysis of in situ data) supports
the hypothesis that the aerosol features observed in the lidar images are
due to local microscale wave dynamics, and the in situ data support the
hypothesis that the wave activity is due to inflection point instability
generated by the presence of the canopy. Therefore, the lidar ob-
servations reveal the spatial structure and movement of canopy waves.
This provides useful insights about the wavelength, the horizontal
spatial extent of the waves, and the wave phase propagation velocity.
The last sentence of Chimonas (2002) states: Definitive investigations of
boundary layer waves require technical advances to allow one to determine
wave speeds within a fraction of a m s−1. That capability is now present
considering that the position of a wave crest can be estimated to within
about 10 m and at time intervals of about 20 s and greater. In future
work, it would be interesting to compare the observed wavelengths and
phase speeds with theory and numerical simulations that enable the
modeling and prediction of those quantities.

Fig. 18. Scatterplot of mean wind speed (from sonic anemometer data, at altitude of lidar
scan) versus wave phase propagation speed (from lidar PPI scans) for the 40 episodes in
which wave propagation velocity could be determined from the lidar data. Only 35 of 40
points plotted are apparent because 5 points are at the same location as others. The blue
line is the identity line and the green line is the best-fit line. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 19. Scatterplot of mean wind direction (from sonic anemometer data, at altitude of
lidar scan) versus wave phase propagation direction (from lidar PPI scans) for the 40
episodes in which wave propagation velocity could be determined from the lidar data.
The blue line is the identity line and the green line is the best-fit line. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of
this article.)
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In many of the cases, it was not possible to observe the wave phase
speed due to the slow update rate of the PPI scans. Also, in many of the
cases, the lidar did not observe the vertical structure of the waves due to
the lack of vertical resolution in the RHI scans. However, RHI scans
from one case did reveal waves and they resemble the structures rou-
tinely observed in other modeling studies and observations. For ex-
ample, the structures in the lidar RHI scan image strongly resemble
those in simulations (Klaassen and Peltier, 1985; Fritts et al., 1996;
Gavrilov et al., 2011), and other observations such as Fig. 3c in van
Haren and Gostiaux (2010) which are identified as Kelvin-Helmholtz
billows observed near the bottom of the ocean.

The use of a scanning aerosol lidar to detect canopy waves is not
necessarily surefire. For example, it is possible that the atmospheric
volume in which the waves exist is filled with a uniform distribution of
particulate matter in which case the waves would go undetected by the
lidar. However, as described in Section 4, it is likely that vertical var-
iations in aerosol optical scattering exist and that waves will appear in
the imagery if the lidar is capable of detecting such small changes with
high spatial and temporal resolution.

The relatively low altitude from which the laser pulses emanated
from the REAL scanner during CHATS (about 3.8 m AGL) made it not
possible to scan exactly horizontal over the orchard that was 10 m tall.

The slightly inclined slope of the PPI scans prevented the instrument
from sampling the atmosphere at altitudes near the canopy top at far
ranges that corresponded to the southern border of the orchard and
beyond. In future experiments, it would be useful to raise the lidar
scanner to altitudes of about 10 m AGL or more in order to scan hor-
izontally and observe the evolution of the waves across the entire
orchard on a truly horizontal plane. After CHATS, the REAL was
equipped with high precision sensors to record the pitch and roll of the
instrument. In the future, the data from these sensors could be used in
real-time to compensate for changes in the platform attitude and fa-
cilitate higher precision scanning.
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Appendix A. Calculation of laser beam bending

The vertical gradient of the refractive index of air was computed from

= − − ⎛
⎝

− ⎞
⎠

n
T

ρ
P

γdn
dz

1 g T
(A.1)

where n is the index of refraction of air, T is the air temperature, ρ is the air density, P is air pressure, and γ is the lapse rate (Mathscinotes, 2013).
Alternative methods may be found in Doerry (2013). In this work, a value of 1.000274082 was used for the index of refraction of air at 1.543 μm
wavelength (Ciddor, 1996). For the three deflections reported, the following conditions were used: air temperature of 285.8 K, air pressure of
100,900 Pa, and a density of 1.23 kg m−3. The refraction radius was calculated from

=r n .R dn
dz (A.2)

Appendix B. Calculation of thermodynamic quantities from ISFF data

This appendix describes how in situ measurements of temperature, surface pressure, and relative humidity from the ISFF were used to calculate
mixing ratio, virtual temperature, pressure, and density as a function of altitude. Temperature and relative humidity measurements were made at 13
altitudes between 1.5 and 29.0 m AGL. Pressure measurements were made only at 1.0 m AGL. Therefore, as an initial condition, it was assumed that
the pressure at 1.5 m AGL was the same as the pressure at 1.0 m AGL. For altitudes above 1.5 m AGL, the virtual temperature, pressure, and density,
were estimated according to the following scheme.

First, mean temperature (T) and relative humidity (RH) were calculated from ISFF data for the 5-min focus periods of all 53 episodes. Saturation
vapor pressure (es) was calculated in millibars following Bolton (1980):

⎜ ⎟= ⎛
⎝ +

⎞
⎠

e T
T

6.112 exp 17.67
243.5s

(B.1)

where T is mean temperature in degrees Celsius. Saturation vapor pressure was then converted to Pascals (es = 100es) and vapor pressure (e) was
calculated in Pascals from

=e e RH(0. 01 )s (B.2)

where RH is relative humidity as a percentage and 0.01 is a factor to change it into fractional form. Mixing ratio (r) was calculated using vapor
pressure in Pascals, the ratio of the gas constants of dry air and water vapor estimated as 0.622, and actual pressure (p) in Pascals:

=
−

r e
p e
0.622 .

(B.3)

Temperature was converted from degrees Celsius to Kelvins. Then, virtual temperature (Tv) (see Fig. 12) was calculated in Kelvins using mixing ratio,
actual temperature (T) in Kelvins, and the ratio of the gas constants of dry air and water vapor:

=
+

+
( )

T
T

r

1

1
.v

r
0.622

(B.4)

Pressures at altitudes above 1.5 m AGL were calculated using the hypsometric equation:
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where h is the thickness of the layer between altitudes z1 and z2 with corresponding pressures p1 and p2, Rd = 287.04 J kg−1 K−1 is the dry air gas
constant, and g = 9.8 m s−2 is acceleration due to gravity. The hypsometric equation was rearranged to solve for p2 at each subsequent altitude (z2):
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Finally, air density (ρ) (see Fig. 14) was calculated in kg m−3 using mean atmospheric pressure in Pascals, the dry air gas constant, and virtual
temperature in Kelvins:

=ρ
p

R T
.

d v (B.7)

Appendix C. Supplementary data

Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/j.agrformet.2017.05.014.
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